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Abstract

The existence of ⇠109 M� supermassive black holes (SMBHs) within

the first billion year of the universe has stimulated numerous ideas for

the prompt formation and rapid growth of BHs in the early universe.

Here we review ways in which the seeds of massive BHs may have

first assembled, how they may have subsequently grown as massive as

⇠109 M�, and how multi-messenger observations could distinguish be-

tween di↵erent SMBH assembly scenarios. We conclude the following:

• The ultra-rare ⇠109 M� SMBHs represent only the tip of the iceberg.

Early BHs likely fill a continuum from stellar-mass (⇠ 10 M�) to the

super-massive (⇠ 109) regime, reflecting a range of initial masses and

growth histories.

• Stellar-mass BHs were likely left behind by the first generation of stars

at redshifts as high as ⇠ 30, but their initial growth was typically

stunted due to the shallow potential wells of their host galaxies.

• Conditions in some larger, metal-poor galaxies soon became conducive

to the rapid formation and growth of massive ‘seed’ holes, via gas

accretion and by mergers in dense stellar clusters.

• BH masses depend on the environment (such as the number and

properties of nearby radiation sources and the local baryonic streaming

velocity), and on the metal enrichment and assembly history of the host

galaxy.

• Distinguishing between assembly mechanisms will be di�cult, but

a combination of observations by LISA (probing massive BH growth

via mergers) and by deep multi-wavelength electromagnetic observations

(probing growth via gas accretion) is particularly promising.
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instability if the gravitational collapse is delayed, a process possi-
ble due to turbulence generated during the virialization of the halo.
If the thermal instability occurs, the cloud can fragment into many
smaller mass clumps instead of forming a single SMS. We therefore
simulate the collapse to determine the likelihood of the outcome be-
ing a monolithic collapse to a single star or fragmentation into a
binary or multiple member system.

2 M E T H O D O L O G Y

We performed a three-dimensional hydrodynamical simulation of
the gravitational collapse of a primordial-gas cloud using the adap-
tive mesh refinement code, ENZO (Bryan et al. 2014). Our main
purpose is to investigate the gas dynamics over a wide range
of the densities (10−21 ! ρ ! 10−7 g cm−3). The cloud initially
has a spherically symmetric density profile enhanced by a fac-
tor f (=1.6) above the critical Bonnor–Ebert (BE) distribution, an
isothermal sphere embedded in a pressurized medium and supported
in marginal hydrostatic equilibrium against gravitational collapse.
According to cosmological simulations (e.g. Wise et al. 2008), at
the centre of a first galaxy with virial temperature "104 K, forming
in an environment where the H2 formation is suppressed, a warm
(T ∼ 8000 K) cloud with ∼105 M⊙ becomes gravitationally unsta-
ble at ρ ∼ 10−20 g cm−3 and collapses. Based on this, we set the
central density and temperature of the cloud to ρc = 1.67 × 10−20 g
cm−3 and T = 8000 K, giving a mass and radius of 1.17 × 105 M⊙
and 10.8 pc, respectively. Although we here do not impose an exter-
nal FUV radiation, H2 is collisionally dissociated for ρ " 10−20 g
cm−3 and T " 6000 K. Note that we neglect the dark-matter grav-
ity since the cloud is already bound by the self-gravity of its gas.
Our simulation box size is (50 pc)3 and refinement is controlled by
insisting that one Jeans length is resolved by at least 64 grid cells
(e.g. Turk et al. 2012). Under this condition, the simulation uses 23
out of the allowed 25 refinement levels, ensuring we are resolved
by the above criteria at all times and giving a limiting resolution of
!0.1 au.

The development of turbulence in the central region of forming
first galaxies has been suggested by numerical simulations (e.g.
Wise & Abel 2007; Greif et al. 2008). In the initial phase of col-
lapse with ∼10−20 g cm−3, the turbulence is still subsonic in the
cloud. To consider the density and velocity perturbations due to the
turbulence, we initially impose a subsonic velocity field (the root
mean square of the velocity is set to 0.1cs) with power spectrum
P(k) ∝ k−4, which corresponds to the so-called Larson’s law for
the contemporary star-forming regions (Larson 1981). To ensure
that the turbulence is adequately resolved, we select the maximum
k-mode value of 1/10 of the number of cells across the cloud.

We consider the non-equilibrium primordial chemistry of 9
species (H, H2, e−, H+, H+

2 , H−, He, He+, and He++) and 13 hy-
drogen reactions selected to reproduce the correct thermal/chemical
evolution of the warm atomic-cooling cloud (reactions 3, 4, 7−10,
12, 15−18, 28, and 32 in table 2 of Omukai 2001). We adopt
the reaction rate coefficients updated by the following studies: 7–
10 (Coppola et al. 2011), 15 (Martin, Schwarz & Mandy 1996),
17 (Stibbe & Tennyson 1999), and 28 (Ferland et al. 1992). The
four helium reactions originally included in ENZO are also present,
although they are not relevant in our calculation. We initially as-
sume a uniform distribution of ionization degree with 10−4 and H2

molecular fraction with 10−7, respectively (e.g. Shang et al. 2010).
At high density, the chemical reactions proceed faster than the cloud
collapse and chemical equilibrium is achieved. To smoothly con-
nect the non-equilibrium chemistry to that of equilibrium, we solve

the chemical network including both the forward and reverse re-
actions for dominant processes. To solve the chemistry equations,
we employ the piecewise exact solution method (Inoue & Inutsuka
2008) instead of the original ENZO solver, which cannot follow the
chemical evolution with high enough density to reach the chemical
equilibrium. For the radiative cooling, we consider atomic cool-
ing (H Lyα, two-photon emission, and H− free–bound, free–free
emission) and H2 cooling (rovibrational line and collision-induced
emission). We also include the suppression of the cooling rate in the
optically thick case by using the optical depth estimated as ρκLc

(e.g. Omukai 2001; Shang et al. 2010), where κ includes the H2-line
opacity and the Rosseland mean opacity considering the H Rayleigh
scattering, the H2 collision-induced absorption, and the H− bound-
free and free–free absorption, and Lc the size of the central core,
which is approximately given by the Jeans length for the spherically
symmetric cloud in the runaway collapse. Finally, note that we do
not include the heating/cooling associated with the chemical reac-
tions because their effect is negligible during the thermal evolution
of the atomic-cooling clouds.

3 R ESULTS

Fig. 1 shows the density distribution at the end of the simulation,
where the central density reaches ∼10−7 g cm−3, for four different
spatial scales; from the top-left clockwise, large-scale gas distri-
bution (∼1 pc), the collapsing core (∼0.1 pc), the central ∼100 au
region, and the protostar formed at the centre (∼10 au). The central
portion of the cloud undergoes the runaway collapse. The turbu-
lence forms filamentary structures that channel material into the
central region (ρ ∼ 10−8 g cm−3), feeding the protostar. The left-
bottom panel presents the density distribution around the protostar.
At the end of this simulation, the protostellar mass reaches ≃1 M⊙
and its radius ≃2 au. These values are consistent with the result
of the stellar-structure calculation by Hosokawa et al. (2012), who
assumed a steady and spherical accretion.

Fig. 2 shows the evolution of mass-weighted radial profiles of
(a) density, (b) temperature, and (c) H2 fraction. During collapse,

Figure 1. Density distribution in the plane through the density peak for
four spatial scales: from top-left, clockwise: the large-scale gas distribu-
tion (∼1 pc), a collapsing core by the H− free–bound continuum cooling
(∼0.1 pc), the central region around the protostar (∼100 au), and the final
protostar (∼10 au).
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Figure 1. Original diagram from Rees (1978, 1984), outlining the
possible formation pathways for supermassive black holes. In this
review, as in the conference, our focus is on the left side of the
diagram.

this growth, and how progress can be made in future
simulations. Then, in §3, we outline recent numerical
results which have reached a consensus on the initial
product of these extreme accretion rates: high-entropy,
hydrostatic nuclear-burning supermassive stars, which
collapse through a relativistic instability to produce
massive (≥ 105M§) black hole seeds. In §4, we discuss
the relative formation rates of light and massive seeds,
the influence of still-uncertain parameterized physics,
and future prospects for encapsulating the underlying
physics of massive seed/DCBH formation in simplified
prescriptions for use in population modelling. Finally,
in §5 we discuss observational prospects for detecting
evidence of black hole seed formation channels (and,
eventually, determining the initial black hole “seed mass
function”) using next-generation observatories, before
concluding in §6.

2 HOW COULD SUPERMASSIVE STARS
FORM?

Independent of whether the seeds of the most massive
high-z quasars are light or heavy, there is a growing
consensus that sustained extremely high accretion rates
are a vital ingredient in their origin. The central problem
is that the growth of black holes via mergers alone is
unlikely to produce ≥ 109 M§ black holes by z ≥ 7 (e.g.,
Sesana et al., 2007; Tanaka & Haiman, 2009; Natarajan,
2011, see §4 for further discussion). Rapid accretion rates
(& 0.1 M§ yr≠1) are also essential if any direct collapse
black hole seeds are to pass through a supermassive
(≥ 105 M§) stellar evolutionary phase, as the Eddington
limit imposes a maximum nuclear burning lifetime of
≥ 2 Myr for these objects.

Over the last 2 decades, numerical simulations of the
collapse of primordial halos have grown increasingly
sophisticated. Early numerical work focussed on inves-
tigating the collapse of low angular momentum halos
(e.g., Loeb & Rasio, 1994; Begelman et al., 2006; Lodato
& Natarajan, 2006). It was soon understood that the
dissociation of molecular hydrogen by Lyman-Werner
radiation from the first stars could produce primordial
halos in which collisionally-excited atomic line transi-
tions dominate cooling, allowing the isothermal collapse
of such halos at ≥ 104 K (Haiman et al., 1997). Since
both the Jeans mass and the infall rate scale with the
cube of the sound speed, and hence as T 3/2, where T is
the temperature, such “atomically-cooled halos” provide
a natural means for producing the conditions necessary
for the formation of early quasars from massive seeds
(e.g., Volonteri, 2010, and references therein). Initial
e�orts to simulate the collapse of atomically-cooled ha-
los presumed the prior destruction of H2 (e.g., Bromm
& Loeb, 2003; Wise et al., 2008; Regan & Haehnelt,
2009a,b). Subsequent work, however, has focussed on
determining the initial conditions under which such
a halo may arise, including the critical intensity for
Lyman-Werner radiation, required to completely sup-
press H2 cooling within a halo (e.g., Dijkstra et al., 2008;
Shang et al., 2010). This quantity (“Jcrit”) is conven-
tionally parameterised in the literature in terms of the
specific intensity at the Lyman limit, JLW, expressed in
units of 10≠21 erg/s/cm2/Hz/sr (e.g., Omukai, 2001).
The overall picture which has emerged is that a strong
Lyman-Werner flux, provided by a nearby halo which
has recently undergone Pop III fragmentation, can in-
deed produce an atomically-cooled halo (e.g., Dijkstra
et al., 2008; Regan et al., 2017). The number density of
DCBHs which may be formed in this way is understood
to vary as J≠4

LW (e.g., Dijkstra et al., 2008; Inayoshi &
Tanaka, 2015; Chon et al., 2016). Varying estimates for
Jcrit correspond to the ≥8 orders of magnitude variation
in existing estimates for the number density of DCBHs
(see discussion in §4.2); whether a strong Lyman-Werner

SMBH formation (not only high-z)

- rapid gas accretion

- supermassive star formation

- dense clusters

M.Rees (1984) ARA&A
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instability if the gravitational collapse is delayed, a process possi-
ble due to turbulence generated during the virialization of the halo.
If the thermal instability occurs, the cloud can fragment into many
smaller mass clumps instead of forming a single SMS. We therefore
simulate the collapse to determine the likelihood of the outcome be-
ing a monolithic collapse to a single star or fragmentation into a
binary or multiple member system.

2 M E T H O D O L O G Y

We performed a three-dimensional hydrodynamical simulation of
the gravitational collapse of a primordial-gas cloud using the adap-
tive mesh refinement code, ENZO (Bryan et al. 2014). Our main
purpose is to investigate the gas dynamics over a wide range
of the densities (10−21 ! ρ ! 10−7 g cm−3). The cloud initially
has a spherically symmetric density profile enhanced by a fac-
tor f (=1.6) above the critical Bonnor–Ebert (BE) distribution, an
isothermal sphere embedded in a pressurized medium and supported
in marginal hydrostatic equilibrium against gravitational collapse.
According to cosmological simulations (e.g. Wise et al. 2008), at
the centre of a first galaxy with virial temperature "104 K, forming
in an environment where the H2 formation is suppressed, a warm
(T ∼ 8000 K) cloud with ∼105 M⊙ becomes gravitationally unsta-
ble at ρ ∼ 10−20 g cm−3 and collapses. Based on this, we set the
central density and temperature of the cloud to ρc = 1.67 × 10−20 g
cm−3 and T = 8000 K, giving a mass and radius of 1.17 × 105 M⊙
and 10.8 pc, respectively. Although we here do not impose an exter-
nal FUV radiation, H2 is collisionally dissociated for ρ " 10−20 g
cm−3 and T " 6000 K. Note that we neglect the dark-matter grav-
ity since the cloud is already bound by the self-gravity of its gas.
Our simulation box size is (50 pc)3 and refinement is controlled by
insisting that one Jeans length is resolved by at least 64 grid cells
(e.g. Turk et al. 2012). Under this condition, the simulation uses 23
out of the allowed 25 refinement levels, ensuring we are resolved
by the above criteria at all times and giving a limiting resolution of
!0.1 au.

The development of turbulence in the central region of forming
first galaxies has been suggested by numerical simulations (e.g.
Wise & Abel 2007; Greif et al. 2008). In the initial phase of col-
lapse with ∼10−20 g cm−3, the turbulence is still subsonic in the
cloud. To consider the density and velocity perturbations due to the
turbulence, we initially impose a subsonic velocity field (the root
mean square of the velocity is set to 0.1cs) with power spectrum
P(k) ∝ k−4, which corresponds to the so-called Larson’s law for
the contemporary star-forming regions (Larson 1981). To ensure
that the turbulence is adequately resolved, we select the maximum
k-mode value of 1/10 of the number of cells across the cloud.

We consider the non-equilibrium primordial chemistry of 9
species (H, H2, e−, H+, H+

2 , H−, He, He+, and He++) and 13 hy-
drogen reactions selected to reproduce the correct thermal/chemical
evolution of the warm atomic-cooling cloud (reactions 3, 4, 7−10,
12, 15−18, 28, and 32 in table 2 of Omukai 2001). We adopt
the reaction rate coefficients updated by the following studies: 7–
10 (Coppola et al. 2011), 15 (Martin, Schwarz & Mandy 1996),
17 (Stibbe & Tennyson 1999), and 28 (Ferland et al. 1992). The
four helium reactions originally included in ENZO are also present,
although they are not relevant in our calculation. We initially as-
sume a uniform distribution of ionization degree with 10−4 and H2

molecular fraction with 10−7, respectively (e.g. Shang et al. 2010).
At high density, the chemical reactions proceed faster than the cloud
collapse and chemical equilibrium is achieved. To smoothly con-
nect the non-equilibrium chemistry to that of equilibrium, we solve

the chemical network including both the forward and reverse re-
actions for dominant processes. To solve the chemistry equations,
we employ the piecewise exact solution method (Inoue & Inutsuka
2008) instead of the original ENZO solver, which cannot follow the
chemical evolution with high enough density to reach the chemical
equilibrium. For the radiative cooling, we consider atomic cool-
ing (H Lyα, two-photon emission, and H− free–bound, free–free
emission) and H2 cooling (rovibrational line and collision-induced
emission). We also include the suppression of the cooling rate in the
optically thick case by using the optical depth estimated as ρκLc

(e.g. Omukai 2001; Shang et al. 2010), where κ includes the H2-line
opacity and the Rosseland mean opacity considering the H Rayleigh
scattering, the H2 collision-induced absorption, and the H− bound-
free and free–free absorption, and Lc the size of the central core,
which is approximately given by the Jeans length for the spherically
symmetric cloud in the runaway collapse. Finally, note that we do
not include the heating/cooling associated with the chemical reac-
tions because their effect is negligible during the thermal evolution
of the atomic-cooling clouds.

3 R ESULTS

Fig. 1 shows the density distribution at the end of the simulation,
where the central density reaches ∼10−7 g cm−3, for four different
spatial scales; from the top-left clockwise, large-scale gas distri-
bution (∼1 pc), the collapsing core (∼0.1 pc), the central ∼100 au
region, and the protostar formed at the centre (∼10 au). The central
portion of the cloud undergoes the runaway collapse. The turbu-
lence forms filamentary structures that channel material into the
central region (ρ ∼ 10−8 g cm−3), feeding the protostar. The left-
bottom panel presents the density distribution around the protostar.
At the end of this simulation, the protostellar mass reaches ≃1 M⊙
and its radius ≃2 au. These values are consistent with the result
of the stellar-structure calculation by Hosokawa et al. (2012), who
assumed a steady and spherical accretion.

Fig. 2 shows the evolution of mass-weighted radial profiles of
(a) density, (b) temperature, and (c) H2 fraction. During collapse,

Figure 1. Density distribution in the plane through the density peak for
four spatial scales: from top-left, clockwise: the large-scale gas distribu-
tion (∼1 pc), a collapsing core by the H− free–bound continuum cooling
(∼0.1 pc), the central region around the protostar (∼100 au), and the final
protostar (∼10 au).
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instability if the gravitational collapse is delayed, a process possi-
ble due to turbulence generated during the virialization of the halo.
If the thermal instability occurs, the cloud can fragment into many
smaller mass clumps instead of forming a single SMS. We therefore
simulate the collapse to determine the likelihood of the outcome be-
ing a monolithic collapse to a single star or fragmentation into a
binary or multiple member system.

2 M E T H O D O L O G Y

We performed a three-dimensional hydrodynamical simulation of
the gravitational collapse of a primordial-gas cloud using the adap-
tive mesh refinement code, ENZO (Bryan et al. 2014). Our main
purpose is to investigate the gas dynamics over a wide range
of the densities (10−21 ! ρ ! 10−7 g cm−3). The cloud initially
has a spherically symmetric density profile enhanced by a fac-
tor f (=1.6) above the critical Bonnor–Ebert (BE) distribution, an
isothermal sphere embedded in a pressurized medium and supported
in marginal hydrostatic equilibrium against gravitational collapse.
According to cosmological simulations (e.g. Wise et al. 2008), at
the centre of a first galaxy with virial temperature "104 K, forming
in an environment where the H2 formation is suppressed, a warm
(T ∼ 8000 K) cloud with ∼105 M⊙ becomes gravitationally unsta-
ble at ρ ∼ 10−20 g cm−3 and collapses. Based on this, we set the
central density and temperature of the cloud to ρc = 1.67 × 10−20 g
cm−3 and T = 8000 K, giving a mass and radius of 1.17 × 105 M⊙
and 10.8 pc, respectively. Although we here do not impose an exter-
nal FUV radiation, H2 is collisionally dissociated for ρ " 10−20 g
cm−3 and T " 6000 K. Note that we neglect the dark-matter grav-
ity since the cloud is already bound by the self-gravity of its gas.
Our simulation box size is (50 pc)3 and refinement is controlled by
insisting that one Jeans length is resolved by at least 64 grid cells
(e.g. Turk et al. 2012). Under this condition, the simulation uses 23
out of the allowed 25 refinement levels, ensuring we are resolved
by the above criteria at all times and giving a limiting resolution of
!0.1 au.

The development of turbulence in the central region of forming
first galaxies has been suggested by numerical simulations (e.g.
Wise & Abel 2007; Greif et al. 2008). In the initial phase of col-
lapse with ∼10−20 g cm−3, the turbulence is still subsonic in the
cloud. To consider the density and velocity perturbations due to the
turbulence, we initially impose a subsonic velocity field (the root
mean square of the velocity is set to 0.1cs) with power spectrum
P(k) ∝ k−4, which corresponds to the so-called Larson’s law for
the contemporary star-forming regions (Larson 1981). To ensure
that the turbulence is adequately resolved, we select the maximum
k-mode value of 1/10 of the number of cells across the cloud.

We consider the non-equilibrium primordial chemistry of 9
species (H, H2, e−, H+, H+

2 , H−, He, He+, and He++) and 13 hy-
drogen reactions selected to reproduce the correct thermal/chemical
evolution of the warm atomic-cooling cloud (reactions 3, 4, 7−10,
12, 15−18, 28, and 32 in table 2 of Omukai 2001). We adopt
the reaction rate coefficients updated by the following studies: 7–
10 (Coppola et al. 2011), 15 (Martin, Schwarz & Mandy 1996),
17 (Stibbe & Tennyson 1999), and 28 (Ferland et al. 1992). The
four helium reactions originally included in ENZO are also present,
although they are not relevant in our calculation. We initially as-
sume a uniform distribution of ionization degree with 10−4 and H2

molecular fraction with 10−7, respectively (e.g. Shang et al. 2010).
At high density, the chemical reactions proceed faster than the cloud
collapse and chemical equilibrium is achieved. To smoothly con-
nect the non-equilibrium chemistry to that of equilibrium, we solve

the chemical network including both the forward and reverse re-
actions for dominant processes. To solve the chemistry equations,
we employ the piecewise exact solution method (Inoue & Inutsuka
2008) instead of the original ENZO solver, which cannot follow the
chemical evolution with high enough density to reach the chemical
equilibrium. For the radiative cooling, we consider atomic cool-
ing (H Lyα, two-photon emission, and H− free–bound, free–free
emission) and H2 cooling (rovibrational line and collision-induced
emission). We also include the suppression of the cooling rate in the
optically thick case by using the optical depth estimated as ρκLc

(e.g. Omukai 2001; Shang et al. 2010), where κ includes the H2-line
opacity and the Rosseland mean opacity considering the H Rayleigh
scattering, the H2 collision-induced absorption, and the H− bound-
free and free–free absorption, and Lc the size of the central core,
which is approximately given by the Jeans length for the spherically
symmetric cloud in the runaway collapse. Finally, note that we do
not include the heating/cooling associated with the chemical reac-
tions because their effect is negligible during the thermal evolution
of the atomic-cooling clouds.

3 R ESULTS

Fig. 1 shows the density distribution at the end of the simulation,
where the central density reaches ∼10−7 g cm−3, for four different
spatial scales; from the top-left clockwise, large-scale gas distri-
bution (∼1 pc), the collapsing core (∼0.1 pc), the central ∼100 au
region, and the protostar formed at the centre (∼10 au). The central
portion of the cloud undergoes the runaway collapse. The turbu-
lence forms filamentary structures that channel material into the
central region (ρ ∼ 10−8 g cm−3), feeding the protostar. The left-
bottom panel presents the density distribution around the protostar.
At the end of this simulation, the protostellar mass reaches ≃1 M⊙
and its radius ≃2 au. These values are consistent with the result
of the stellar-structure calculation by Hosokawa et al. (2012), who
assumed a steady and spherical accretion.

Fig. 2 shows the evolution of mass-weighted radial profiles of
(a) density, (b) temperature, and (c) H2 fraction. During collapse,

Figure 1. Density distribution in the plane through the density peak for
four spatial scales: from top-left, clockwise: the large-scale gas distribu-
tion (∼1 pc), a collapsing core by the H− free–bound continuum cooling
(∼0.1 pc), the central region around the protostar (∼100 au), and the final
protostar (∼10 au).
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instability if the gravitational collapse is delayed, a process possi-
ble due to turbulence generated during the virialization of the halo.
If the thermal instability occurs, the cloud can fragment into many
smaller mass clumps instead of forming a single SMS. We therefore
simulate the collapse to determine the likelihood of the outcome be-
ing a monolithic collapse to a single star or fragmentation into a
binary or multiple member system.

2 M E T H O D O L O G Y

We performed a three-dimensional hydrodynamical simulation of
the gravitational collapse of a primordial-gas cloud using the adap-
tive mesh refinement code, ENZO (Bryan et al. 2014). Our main
purpose is to investigate the gas dynamics over a wide range
of the densities (10−21 ! ρ ! 10−7 g cm−3). The cloud initially
has a spherically symmetric density profile enhanced by a fac-
tor f (=1.6) above the critical Bonnor–Ebert (BE) distribution, an
isothermal sphere embedded in a pressurized medium and supported
in marginal hydrostatic equilibrium against gravitational collapse.
According to cosmological simulations (e.g. Wise et al. 2008), at
the centre of a first galaxy with virial temperature "104 K, forming
in an environment where the H2 formation is suppressed, a warm
(T ∼ 8000 K) cloud with ∼105 M⊙ becomes gravitationally unsta-
ble at ρ ∼ 10−20 g cm−3 and collapses. Based on this, we set the
central density and temperature of the cloud to ρc = 1.67 × 10−20 g
cm−3 and T = 8000 K, giving a mass and radius of 1.17 × 105 M⊙
and 10.8 pc, respectively. Although we here do not impose an exter-
nal FUV radiation, H2 is collisionally dissociated for ρ " 10−20 g
cm−3 and T " 6000 K. Note that we neglect the dark-matter grav-
ity since the cloud is already bound by the self-gravity of its gas.
Our simulation box size is (50 pc)3 and refinement is controlled by
insisting that one Jeans length is resolved by at least 64 grid cells
(e.g. Turk et al. 2012). Under this condition, the simulation uses 23
out of the allowed 25 refinement levels, ensuring we are resolved
by the above criteria at all times and giving a limiting resolution of
!0.1 au.

The development of turbulence in the central region of forming
first galaxies has been suggested by numerical simulations (e.g.
Wise & Abel 2007; Greif et al. 2008). In the initial phase of col-
lapse with ∼10−20 g cm−3, the turbulence is still subsonic in the
cloud. To consider the density and velocity perturbations due to the
turbulence, we initially impose a subsonic velocity field (the root
mean square of the velocity is set to 0.1cs) with power spectrum
P(k) ∝ k−4, which corresponds to the so-called Larson’s law for
the contemporary star-forming regions (Larson 1981). To ensure
that the turbulence is adequately resolved, we select the maximum
k-mode value of 1/10 of the number of cells across the cloud.

We consider the non-equilibrium primordial chemistry of 9
species (H, H2, e−, H+, H+

2 , H−, He, He+, and He++) and 13 hy-
drogen reactions selected to reproduce the correct thermal/chemical
evolution of the warm atomic-cooling cloud (reactions 3, 4, 7−10,
12, 15−18, 28, and 32 in table 2 of Omukai 2001). We adopt
the reaction rate coefficients updated by the following studies: 7–
10 (Coppola et al. 2011), 15 (Martin, Schwarz & Mandy 1996),
17 (Stibbe & Tennyson 1999), and 28 (Ferland et al. 1992). The
four helium reactions originally included in ENZO are also present,
although they are not relevant in our calculation. We initially as-
sume a uniform distribution of ionization degree with 10−4 and H2

molecular fraction with 10−7, respectively (e.g. Shang et al. 2010).
At high density, the chemical reactions proceed faster than the cloud
collapse and chemical equilibrium is achieved. To smoothly con-
nect the non-equilibrium chemistry to that of equilibrium, we solve

the chemical network including both the forward and reverse re-
actions for dominant processes. To solve the chemistry equations,
we employ the piecewise exact solution method (Inoue & Inutsuka
2008) instead of the original ENZO solver, which cannot follow the
chemical evolution with high enough density to reach the chemical
equilibrium. For the radiative cooling, we consider atomic cool-
ing (H Lyα, two-photon emission, and H− free–bound, free–free
emission) and H2 cooling (rovibrational line and collision-induced
emission). We also include the suppression of the cooling rate in the
optically thick case by using the optical depth estimated as ρκLc

(e.g. Omukai 2001; Shang et al. 2010), where κ includes the H2-line
opacity and the Rosseland mean opacity considering the H Rayleigh
scattering, the H2 collision-induced absorption, and the H− bound-
free and free–free absorption, and Lc the size of the central core,
which is approximately given by the Jeans length for the spherically
symmetric cloud in the runaway collapse. Finally, note that we do
not include the heating/cooling associated with the chemical reac-
tions because their effect is negligible during the thermal evolution
of the atomic-cooling clouds.

3 R ESULTS

Fig. 1 shows the density distribution at the end of the simulation,
where the central density reaches ∼10−7 g cm−3, for four different
spatial scales; from the top-left clockwise, large-scale gas distri-
bution (∼1 pc), the collapsing core (∼0.1 pc), the central ∼100 au
region, and the protostar formed at the centre (∼10 au). The central
portion of the cloud undergoes the runaway collapse. The turbu-
lence forms filamentary structures that channel material into the
central region (ρ ∼ 10−8 g cm−3), feeding the protostar. The left-
bottom panel presents the density distribution around the protostar.
At the end of this simulation, the protostellar mass reaches ≃1 M⊙
and its radius ≃2 au. These values are consistent with the result
of the stellar-structure calculation by Hosokawa et al. (2012), who
assumed a steady and spherical accretion.

Fig. 2 shows the evolution of mass-weighted radial profiles of
(a) density, (b) temperature, and (c) H2 fraction. During collapse,

Figure 1. Density distribution in the plane through the density peak for
four spatial scales: from top-left, clockwise: the large-scale gas distribu-
tion (∼1 pc), a collapsing core by the H− free–bound continuum cooling
(∼0.1 pc), the central region around the protostar (∼100 au), and the final
protostar (∼10 au).
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Figure 2. Mass-weighted line-of-sight projections of gas density (left col-
umn) and temperature (right column) at the end of NOHEAT (top three rows)
and at the end of HEAT (bottom row). Circles denote sinks with the size in-
creasing with sink mass. In the lower four panels, the smallest circles are
sized with the sink accretion radius, racc = 10AU.

structure line cooling rates we iteratively calculated consistent line
escape probabilities and level populations (e.g., Takahashi et al.
1983; Omukai 2000), using a local estimate of the Sobolev length,
Lsob = cs/|r · v|, to approximate the size of the shielding region.

The summand in the last term of Equation 1 represents the
heating by the radiation of the ith protostar located at distance ri

producing accretion luminosity Lacc,i = GM⇤,iṀ⇤,i/R⇤,i. By
treating sinks as the sources of radiation, we took M⇤ to be the
sink mass and Ṁ⇤ to be the sink accretion rate smoothed over a
10 yr (⇠ 30 hydrodynamical timesteps) period. This assumes that
the luminosity is dominated by the accretion luminosity and that all

Figure 3. Number (upper panel) and masses (lower panel) of sink particles
as a function of time since first sink formation in HEAT (red lines) and NO-
HEAT (blue lines). In the lower panel, solid and dashed lines show individual
and total sink masses, respectively.

mass accreted by a sink is immediately and permanently incorpo-
rated into the protostar. We calculated the radius of the protostellar
photosphere R⇤ with an analytic fit from Stahler et al. (1986), valid
independent of metallicity for M⇤ . 3M� (e.g., Hosokawa &
Omukai 2009).

3 RESULTS

We run a simulation HEAT that includes dust heating by protostel-
lar radiation (via the last term in Eq. 1) and a reference simula-
tion NOHEAT without heating. The thermodynamic evolution of gas
and dust is shown in Figure 1. As the collapse proceeds, efficient
fine-structure line cooling by [C II] and [O I] keeps the gas nearly
isothermal at TCMB ⇡ 40K at densities . 107 cm�3. Above this
density, the lines become optically thick and the gas heats slightly,
but cools back to TCMB after reaching densities & 109 cm�3 where
gas and dust collisionally couple. Isothermal collapse then contin-
ues until reaching densities ⇠ 5 ⇥ 1011 cm�3. At these densities,
marking the opacity limit for fragmentation, the continuum optical
depth due to dust exceeds unity (�esc . 1, see Eq. 1), dust-cooling
loses its efficacy, and the gas begins to evolve adiabatically. The
effect of protostellar dust heating is minimal, mainly resulting in
higher gas temperatures at densities & 108 cm�3 and a slight sup-
pression of sink formation, consistent with the findings of Omukai
et al. (2010).

When the gas reaches densities ⇠ 1013 cm�3 sink formation
is possible based on the conditions described in Section 2. The
first sink forms 4.3 ⇥ 104 yr after the beginning of the simula-
tions and both are run for 7000 yr after this point. Figure 2 shows
mass-weighted density and temperature projections at the end of
both simulations. Sinks are forming over an extended ⇠ 104 AU-
long filamentary structure, with thickness ⇠ 1000AU and density
⇠ 108 cm�3. The structure is produced by a large-scale, super-
sonic colliding flow and is undergoing global gravitational collapse.
We identify two sites of sink formation: in locally fragmenting fil-
amentary structures, and in rotating, quasi-virialized disky flows
produced by progressive global gravitational collapse of the fila-
ments (as seen, respectively, in row 2 and rows 3 and 4 of Fig. 2).

c� 0000 RAS, MNRAS 000, 000–000

H2 cooling 
~102-3 K
fragment

normally…

Pop III stars
M⇤ ⇠ 100 M�

Safranek-Shrader et al. (2016)
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Figure 2. Number of dark matter halos that host star-forming gas clouds.
The histogram shows the distribution of redshifts when the central gas density
reaches ∼106 cm−3. The histograms are colored according to the virial masses
using the color scale displayed at the top.
(A color version of this figure is available in the online journal.)

SPH cosmological simulations to follow the formation of the
primordial gas clouds that gravitationally collapse in the center
of dark matter halos. The histogram in Figure 2 shows that our
sample of 110 dark matter halos has a wide range of masses
Mvirial = 105–106 M⊙ distributed over redshifts z = 35–11,
most of which are at z = 20–15. Figure 3 shows an example of
the resulting gas density concentrations arising in five such dark
matter halos together with insets of their zoomed-in structure,

Table 2
Evolutionary Paths

Path Ṁ Nsample
(M⊙ yr−1)

P1 KH Contracting protostar <0.004 67
P2 Oscillating protostar >0.0041 31
P3 Supergiant protostar >0.042 12

Notes. Column 2: accretion rate for each path, and Column 3: the
number of stars in our sample.
References. (1) Omukai & Palla 2003; (2) Hosokawa et al. 2012a.

represented by white circles corresponding to 1 pc. As expected,
the five clouds have different structures of density, velocity, and
temperature. The resulting stellar masses are also different as
indicated in the figure.

After the formation of a protostellar core at the center of
the collapsing cloud, we switch to the 2D RHD calculations
for each individual dark matter halo and follow the evolution
during the later accretion stages. Figure 4 shows snapshots from
three of our examined cases, which exemplify the three different
evolutionary paths (P1, P2, and P3). We see that in each case
a bipolar Hii region forms (Figure 4(a)), which subsequently
grows at varying rates as the stellar mass increases. The mass
accretion onto the protostar is finally shut off by the strong UV
radiative feedback caused by the dynamical expansion of the Hii
region (Figure 4(c); see also Hosokawa et al. 2011). Figure 5
shows the distribution of the final stellar masses obtained in
our simulations (a summary is given in Table 2). We see a
large scatter of resulting stellar masses, ranging from 9.9 M⊙

Figure 3. Projected gas density distribution at z = 25 in one of our cosmological simulations. We show five primordial star-forming clouds in a cube of 15 kpc on a
side. The circles show the zoom-in to the central 1 pc region of the clouds at the respective formation epoch. The masses of the first stars formed in these clouds are
60, 76, 125, 303, and 343 M⊙, respectively.
(A color version of this figure is available in the online journal.)
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instability if the gravitational collapse is delayed, a process possi-
ble due to turbulence generated during the virialization of the halo.
If the thermal instability occurs, the cloud can fragment into many
smaller mass clumps instead of forming a single SMS. We therefore
simulate the collapse to determine the likelihood of the outcome be-
ing a monolithic collapse to a single star or fragmentation into a
binary or multiple member system.

2 M E T H O D O L O G Y

We performed a three-dimensional hydrodynamical simulation of
the gravitational collapse of a primordial-gas cloud using the adap-
tive mesh refinement code, ENZO (Bryan et al. 2014). Our main
purpose is to investigate the gas dynamics over a wide range
of the densities (10−21 ! ρ ! 10−7 g cm−3). The cloud initially
has a spherically symmetric density profile enhanced by a fac-
tor f (=1.6) above the critical Bonnor–Ebert (BE) distribution, an
isothermal sphere embedded in a pressurized medium and supported
in marginal hydrostatic equilibrium against gravitational collapse.
According to cosmological simulations (e.g. Wise et al. 2008), at
the centre of a first galaxy with virial temperature "104 K, forming
in an environment where the H2 formation is suppressed, a warm
(T ∼ 8000 K) cloud with ∼105 M⊙ becomes gravitationally unsta-
ble at ρ ∼ 10−20 g cm−3 and collapses. Based on this, we set the
central density and temperature of the cloud to ρc = 1.67 × 10−20 g
cm−3 and T = 8000 K, giving a mass and radius of 1.17 × 105 M⊙
and 10.8 pc, respectively. Although we here do not impose an exter-
nal FUV radiation, H2 is collisionally dissociated for ρ " 10−20 g
cm−3 and T " 6000 K. Note that we neglect the dark-matter grav-
ity since the cloud is already bound by the self-gravity of its gas.
Our simulation box size is (50 pc)3 and refinement is controlled by
insisting that one Jeans length is resolved by at least 64 grid cells
(e.g. Turk et al. 2012). Under this condition, the simulation uses 23
out of the allowed 25 refinement levels, ensuring we are resolved
by the above criteria at all times and giving a limiting resolution of
!0.1 au.

The development of turbulence in the central region of forming
first galaxies has been suggested by numerical simulations (e.g.
Wise & Abel 2007; Greif et al. 2008). In the initial phase of col-
lapse with ∼10−20 g cm−3, the turbulence is still subsonic in the
cloud. To consider the density and velocity perturbations due to the
turbulence, we initially impose a subsonic velocity field (the root
mean square of the velocity is set to 0.1cs) with power spectrum
P(k) ∝ k−4, which corresponds to the so-called Larson’s law for
the contemporary star-forming regions (Larson 1981). To ensure
that the turbulence is adequately resolved, we select the maximum
k-mode value of 1/10 of the number of cells across the cloud.

We consider the non-equilibrium primordial chemistry of 9
species (H, H2, e−, H+, H+

2 , H−, He, He+, and He++) and 13 hy-
drogen reactions selected to reproduce the correct thermal/chemical
evolution of the warm atomic-cooling cloud (reactions 3, 4, 7−10,
12, 15−18, 28, and 32 in table 2 of Omukai 2001). We adopt
the reaction rate coefficients updated by the following studies: 7–
10 (Coppola et al. 2011), 15 (Martin, Schwarz & Mandy 1996),
17 (Stibbe & Tennyson 1999), and 28 (Ferland et al. 1992). The
four helium reactions originally included in ENZO are also present,
although they are not relevant in our calculation. We initially as-
sume a uniform distribution of ionization degree with 10−4 and H2

molecular fraction with 10−7, respectively (e.g. Shang et al. 2010).
At high density, the chemical reactions proceed faster than the cloud
collapse and chemical equilibrium is achieved. To smoothly con-
nect the non-equilibrium chemistry to that of equilibrium, we solve

the chemical network including both the forward and reverse re-
actions for dominant processes. To solve the chemistry equations,
we employ the piecewise exact solution method (Inoue & Inutsuka
2008) instead of the original ENZO solver, which cannot follow the
chemical evolution with high enough density to reach the chemical
equilibrium. For the radiative cooling, we consider atomic cool-
ing (H Lyα, two-photon emission, and H− free–bound, free–free
emission) and H2 cooling (rovibrational line and collision-induced
emission). We also include the suppression of the cooling rate in the
optically thick case by using the optical depth estimated as ρκLc

(e.g. Omukai 2001; Shang et al. 2010), where κ includes the H2-line
opacity and the Rosseland mean opacity considering the H Rayleigh
scattering, the H2 collision-induced absorption, and the H− bound-
free and free–free absorption, and Lc the size of the central core,
which is approximately given by the Jeans length for the spherically
symmetric cloud in the runaway collapse. Finally, note that we do
not include the heating/cooling associated with the chemical reac-
tions because their effect is negligible during the thermal evolution
of the atomic-cooling clouds.

3 R ESULTS

Fig. 1 shows the density distribution at the end of the simulation,
where the central density reaches ∼10−7 g cm−3, for four different
spatial scales; from the top-left clockwise, large-scale gas distri-
bution (∼1 pc), the collapsing core (∼0.1 pc), the central ∼100 au
region, and the protostar formed at the centre (∼10 au). The central
portion of the cloud undergoes the runaway collapse. The turbu-
lence forms filamentary structures that channel material into the
central region (ρ ∼ 10−8 g cm−3), feeding the protostar. The left-
bottom panel presents the density distribution around the protostar.
At the end of this simulation, the protostellar mass reaches ≃1 M⊙
and its radius ≃2 au. These values are consistent with the result
of the stellar-structure calculation by Hosokawa et al. (2012), who
assumed a steady and spherical accretion.

Fig. 2 shows the evolution of mass-weighted radial profiles of
(a) density, (b) temperature, and (c) H2 fraction. During collapse,

Figure 1. Density distribution in the plane through the density peak for
four spatial scales: from top-left, clockwise: the large-scale gas distribu-
tion (∼1 pc), a collapsing core by the H− free–bound continuum cooling
(∼0.1 pc), the central region around the protostar (∼100 au), and the final
protostar (∼10 au).

MNRASL 445, L109–L113 (2014)

 at C
olum

bia U
niversity on D

ecem
ber 12, 2014

http://m
nrasl.oxfordjournals.org/

D
ow

nloaded from
 

L110 K. Inayoshi, K. Omukai and E. Tasker

instability if the gravitational collapse is delayed, a process possi-
ble due to turbulence generated during the virialization of the halo.
If the thermal instability occurs, the cloud can fragment into many
smaller mass clumps instead of forming a single SMS. We therefore
simulate the collapse to determine the likelihood of the outcome be-
ing a monolithic collapse to a single star or fragmentation into a
binary or multiple member system.

2 M E T H O D O L O G Y

We performed a three-dimensional hydrodynamical simulation of
the gravitational collapse of a primordial-gas cloud using the adap-
tive mesh refinement code, ENZO (Bryan et al. 2014). Our main
purpose is to investigate the gas dynamics over a wide range
of the densities (10−21 ! ρ ! 10−7 g cm−3). The cloud initially
has a spherically symmetric density profile enhanced by a fac-
tor f (=1.6) above the critical Bonnor–Ebert (BE) distribution, an
isothermal sphere embedded in a pressurized medium and supported
in marginal hydrostatic equilibrium against gravitational collapse.
According to cosmological simulations (e.g. Wise et al. 2008), at
the centre of a first galaxy with virial temperature "104 K, forming
in an environment where the H2 formation is suppressed, a warm
(T ∼ 8000 K) cloud with ∼105 M⊙ becomes gravitationally unsta-
ble at ρ ∼ 10−20 g cm−3 and collapses. Based on this, we set the
central density and temperature of the cloud to ρc = 1.67 × 10−20 g
cm−3 and T = 8000 K, giving a mass and radius of 1.17 × 105 M⊙
and 10.8 pc, respectively. Although we here do not impose an exter-
nal FUV radiation, H2 is collisionally dissociated for ρ " 10−20 g
cm−3 and T " 6000 K. Note that we neglect the dark-matter grav-
ity since the cloud is already bound by the self-gravity of its gas.
Our simulation box size is (50 pc)3 and refinement is controlled by
insisting that one Jeans length is resolved by at least 64 grid cells
(e.g. Turk et al. 2012). Under this condition, the simulation uses 23
out of the allowed 25 refinement levels, ensuring we are resolved
by the above criteria at all times and giving a limiting resolution of
!0.1 au.

The development of turbulence in the central region of forming
first galaxies has been suggested by numerical simulations (e.g.
Wise & Abel 2007; Greif et al. 2008). In the initial phase of col-
lapse with ∼10−20 g cm−3, the turbulence is still subsonic in the
cloud. To consider the density and velocity perturbations due to the
turbulence, we initially impose a subsonic velocity field (the root
mean square of the velocity is set to 0.1cs) with power spectrum
P(k) ∝ k−4, which corresponds to the so-called Larson’s law for
the contemporary star-forming regions (Larson 1981). To ensure
that the turbulence is adequately resolved, we select the maximum
k-mode value of 1/10 of the number of cells across the cloud.

We consider the non-equilibrium primordial chemistry of 9
species (H, H2, e−, H+, H+

2 , H−, He, He+, and He++) and 13 hy-
drogen reactions selected to reproduce the correct thermal/chemical
evolution of the warm atomic-cooling cloud (reactions 3, 4, 7−10,
12, 15−18, 28, and 32 in table 2 of Omukai 2001). We adopt
the reaction rate coefficients updated by the following studies: 7–
10 (Coppola et al. 2011), 15 (Martin, Schwarz & Mandy 1996),
17 (Stibbe & Tennyson 1999), and 28 (Ferland et al. 1992). The
four helium reactions originally included in ENZO are also present,
although they are not relevant in our calculation. We initially as-
sume a uniform distribution of ionization degree with 10−4 and H2

molecular fraction with 10−7, respectively (e.g. Shang et al. 2010).
At high density, the chemical reactions proceed faster than the cloud
collapse and chemical equilibrium is achieved. To smoothly con-
nect the non-equilibrium chemistry to that of equilibrium, we solve

the chemical network including both the forward and reverse re-
actions for dominant processes. To solve the chemistry equations,
we employ the piecewise exact solution method (Inoue & Inutsuka
2008) instead of the original ENZO solver, which cannot follow the
chemical evolution with high enough density to reach the chemical
equilibrium. For the radiative cooling, we consider atomic cool-
ing (H Lyα, two-photon emission, and H− free–bound, free–free
emission) and H2 cooling (rovibrational line and collision-induced
emission). We also include the suppression of the cooling rate in the
optically thick case by using the optical depth estimated as ρκLc

(e.g. Omukai 2001; Shang et al. 2010), where κ includes the H2-line
opacity and the Rosseland mean opacity considering the H Rayleigh
scattering, the H2 collision-induced absorption, and the H− bound-
free and free–free absorption, and Lc the size of the central core,
which is approximately given by the Jeans length for the spherically
symmetric cloud in the runaway collapse. Finally, note that we do
not include the heating/cooling associated with the chemical reac-
tions because their effect is negligible during the thermal evolution
of the atomic-cooling clouds.

3 R ESULTS

Fig. 1 shows the density distribution at the end of the simulation,
where the central density reaches ∼10−7 g cm−3, for four different
spatial scales; from the top-left clockwise, large-scale gas distri-
bution (∼1 pc), the collapsing core (∼0.1 pc), the central ∼100 au
region, and the protostar formed at the centre (∼10 au). The central
portion of the cloud undergoes the runaway collapse. The turbu-
lence forms filamentary structures that channel material into the
central region (ρ ∼ 10−8 g cm−3), feeding the protostar. The left-
bottom panel presents the density distribution around the protostar.
At the end of this simulation, the protostellar mass reaches ≃1 M⊙
and its radius ≃2 au. These values are consistent with the result
of the stellar-structure calculation by Hosokawa et al. (2012), who
assumed a steady and spherical accretion.

Fig. 2 shows the evolution of mass-weighted radial profiles of
(a) density, (b) temperature, and (c) H2 fraction. During collapse,

Figure 1. Density distribution in the plane through the density peak for
four spatial scales: from top-left, clockwise: the large-scale gas distribu-
tion (∼1 pc), a collapsing core by the H− free–bound continuum cooling
(∼0.1 pc), the central region around the protostar (∼100 au), and the final
protostar (∼10 au).
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Figure 2. Number of dark matter halos that host star-forming gas clouds.
The histogram shows the distribution of redshifts when the central gas density
reaches ∼106 cm−3. The histograms are colored according to the virial masses
using the color scale displayed at the top.
(A color version of this figure is available in the online journal.)

SPH cosmological simulations to follow the formation of the
primordial gas clouds that gravitationally collapse in the center
of dark matter halos. The histogram in Figure 2 shows that our
sample of 110 dark matter halos has a wide range of masses
Mvirial = 105–106 M⊙ distributed over redshifts z = 35–11,
most of which are at z = 20–15. Figure 3 shows an example of
the resulting gas density concentrations arising in five such dark
matter halos together with insets of their zoomed-in structure,

Table 2
Evolutionary Paths

Path Ṁ Nsample
(M⊙ yr−1)

P1 KH Contracting protostar <0.004 67
P2 Oscillating protostar >0.0041 31
P3 Supergiant protostar >0.042 12

Notes. Column 2: accretion rate for each path, and Column 3: the
number of stars in our sample.
References. (1) Omukai & Palla 2003; (2) Hosokawa et al. 2012a.

represented by white circles corresponding to 1 pc. As expected,
the five clouds have different structures of density, velocity, and
temperature. The resulting stellar masses are also different as
indicated in the figure.

After the formation of a protostellar core at the center of
the collapsing cloud, we switch to the 2D RHD calculations
for each individual dark matter halo and follow the evolution
during the later accretion stages. Figure 4 shows snapshots from
three of our examined cases, which exemplify the three different
evolutionary paths (P1, P2, and P3). We see that in each case
a bipolar Hii region forms (Figure 4(a)), which subsequently
grows at varying rates as the stellar mass increases. The mass
accretion onto the protostar is finally shut off by the strong UV
radiative feedback caused by the dynamical expansion of the Hii
region (Figure 4(c); see also Hosokawa et al. 2011). Figure 5
shows the distribution of the final stellar masses obtained in
our simulations (a summary is given in Table 2). We see a
large scatter of resulting stellar masses, ranging from 9.9 M⊙

Figure 3. Projected gas density distribution at z = 25 in one of our cosmological simulations. We show five primordial star-forming clouds in a cube of 15 kpc on a
side. The circles show the zoom-in to the central 1 pc region of the clouds at the respective formation epoch. The masses of the first stars formed in these clouds are
60, 76, 125, 303, and 343 M⊙, respectively.
(A color version of this figure is available in the online journal.)
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gravitational collapse accretion disk 
Figure 10

Distribution of gas density in an ACH in which H2 cooling is suppressed by strong LW radiation
with JLW ⇠> Jcrit. The results on the left (Becerra et al. 2015) and right (Regan et al. 2014a)
panels are from two di↵erent simulations, which overall find a similar behavior. The central
collapsing region does not undergo a major episode of fragmentation despite the complex flow
structure caused by turbulence (left panels, down the few 1000 AU scales, and panel labeled
“0.5pc” on the right). However, eventually a disk forms (panels labeled “100 au” on the left and
“500AU” on the right), which accretes at a high rate, becomes gravitationally unstable and soon
fragments into clumps (best seen in the right panels). The fragments are found to migrate quickly
toward the center and are expected to coagulate to form a single supermassive star (see text).

sal value (Abel et al. 2002, Yoshida et al. 2008). This stage is illustrated in the left panels

of Figure 10, down to ⇠ 1000 AU, as well as the first panel (labeled 0.5pc) on the right.

Subsequently, when the bulk of the envelope mass is accreting onto the central region and

protostar, they are reminded of their initial and boundary conditions. The infalling matter

forms a compact accretion disk, surrounding a central embryonic protostar, but first still

without undergoing a major episode of fragmentation (see the bottom row in the left panel

of Figure 10). Because of the high accretion rate (> 0.1 M� yr�1), the disk, however,

soon becomes massive enough to be unstable under its self-gravity, and is likely to fragment

into smaller clumps even when H2 cooling does not play an important role (see the three

panels labeled “500 AU” on the right in Figure 10).

Numerical limitations have precluded following the subsequent evolution for longer than

⇠200 years after this stage (Regan et al. 2014a). Inayoshi & Haiman (2014) discussed the

evolution of clumps in the disk with an analytical model, taking into account the growth

of clumps via accretion and inward migration. The clumps can rapidly migrate inward on

a timescale of ⇠ 104�5 yr, which is shorter than the internal Kelvin-Helmholtz timescale

in the clumps. Therefore, most of the clumps can merge with the central protostar before

forming massive stars. The clumpy structure of the disk at a high accretion rate provides

episodic burst-like accretion, a↵ecting the protostellar evolution (Sakurai et al. 2016b).

5.3.2. Growth of a rapidly accreting protostar. What is the fate of the protostar surrounded

by unlimited amounts of gas? Theoretically, such a rapidly accreting protostar is expected to

evolve into an SMS, for which the entropy input by rapid accretion and energy generation by

40 Inayoshi et al.
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Distribution of gas density in an ACH in which H2 cooling is suppressed by strong LW radiation
with JLW ⇠> Jcrit. The results on the left (Becerra et al. 2015) and right (Regan et al. 2014a)
panels are from two di↵erent simulations, which overall find a similar behavior. The central
collapsing region does not undergo a major episode of fragmentation despite the complex flow
structure caused by turbulence (left panels, down the few 1000 AU scales, and panel labeled
“0.5pc” on the right). However, eventually a disk forms (panels labeled “100 au” on the left and
“500AU” on the right), which accretes at a high rate, becomes gravitationally unstable and soon
fragments into clumps (best seen in the right panels). The fragments are found to migrate quickly
toward the center and are expected to coagulate to form a single supermassive star (see text).
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into smaller clumps even when H2 cooling does not play an important role (see the three
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Numerical limitations have precluded following the subsequent evolution for longer than
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evolution of clumps in the disk with an analytical model, taking into account the growth
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in the clumps. Therefore, most of the clumps can merge with the central protostar before

forming massive stars. The clumpy structure of the disk at a high accretion rate provides

episodic burst-like accretion, a↵ecting the protostellar evolution (Sakurai et al. 2016b).

5.3.2. Growth of a rapidly accreting protostar. What is the fate of the protostar surrounded

by unlimited amounts of gas? Theoretically, such a rapidly accreting protostar is expected to

evolve into an SMS, for which the entropy input by rapid accretion and energy generation by
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Clump migration is quick! 
unlikely to affect the central star 
(Inayoshi & Haiman 2014; Sakurai et al. 2015)
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Distribution of gas density in an ACH in which H2 cooling is suppressed by strong LW radiation
with JLW ⇠> Jcrit. The results on the left (Becerra et al. 2015) and right (Regan et al. 2014a)
panels are from two di↵erent simulations, which overall find a similar behavior. The central
collapsing region does not undergo a major episode of fragmentation despite the complex flow
structure caused by turbulence (left panels, down the few 1000 AU scales, and panel labeled
“0.5pc” on the right). However, eventually a disk forms (panels labeled “100 au” on the left and
“500AU” on the right), which accretes at a high rate, becomes gravitationally unstable and soon
fragments into clumps (best seen in the right panels). The fragments are found to migrate quickly
toward the center and are expected to coagulate to form a single supermassive star (see text).
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Figure 6. Profile of the mass infall rate (Ṁ∗ = −4πρr2vrad) as a function of the enclosed mass at the end of the simulation.
The horizontal line shows the critical value 10−2 M⊙ yr−1, above which the protostar evolves to the supergiant protostar
phase (Hosokawa et al. 2012).

exceeds ∼ 105 M⊙, the SMS collapses to a BH by the general relativistic instability (e.g.,

Chandrasekhar 1964).

4 CONCLUSION AND DISCUSSION

We have performed numerical simulation of the collapse of a massive (! 105 M⊙) and warm

(∼ 8000 K) primordial gas cloud. We have found that the cloud collapses almost isothermally

by the H atomic cooling and does not experience major episode of fragmentation despite

with turbulence. Finally, a small protostar with mass ∼ 0.2 M⊙ is formed when the central

part becomes optically thick to the continuum at ρ ! 10−8 g cm−3.

The formed protostar grows via rapid accretion of the dense filamentary flows at an ap-

proximately constant rate ∼ 2 M⊙ yr−1. In cases with accretion rate higher than 10−2 M⊙ yr−1

(dashed line in Figure 6), the protostar is known to develop giant-like structure (“super-

giant” protostar) with a bloated stellar envelope and contracting central core (Hosokawa et

al. 2012, 2013). Since the effective temperature of such a supergiant protostar is " 104 K,

UV feedback is unlikely to prevent the mass accretion onto the star. Although a supergiant
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instability if the gravitational collapse is delayed, a process possi-
ble due to turbulence generated during the virialization of the halo.
If the thermal instability occurs, the cloud can fragment into many
smaller mass clumps instead of forming a single SMS. We therefore
simulate the collapse to determine the likelihood of the outcome be-
ing a monolithic collapse to a single star or fragmentation into a
binary or multiple member system.

2 M E T H O D O L O G Y

We performed a three-dimensional hydrodynamical simulation of
the gravitational collapse of a primordial-gas cloud using the adap-
tive mesh refinement code, ENZO (Bryan et al. 2014). Our main
purpose is to investigate the gas dynamics over a wide range
of the densities (10−21 ! ρ ! 10−7 g cm−3). The cloud initially
has a spherically symmetric density profile enhanced by a fac-
tor f (=1.6) above the critical Bonnor–Ebert (BE) distribution, an
isothermal sphere embedded in a pressurized medium and supported
in marginal hydrostatic equilibrium against gravitational collapse.
According to cosmological simulations (e.g. Wise et al. 2008), at
the centre of a first galaxy with virial temperature "104 K, forming
in an environment where the H2 formation is suppressed, a warm
(T ∼ 8000 K) cloud with ∼105 M⊙ becomes gravitationally unsta-
ble at ρ ∼ 10−20 g cm−3 and collapses. Based on this, we set the
central density and temperature of the cloud to ρc = 1.67 × 10−20 g
cm−3 and T = 8000 K, giving a mass and radius of 1.17 × 105 M⊙
and 10.8 pc, respectively. Although we here do not impose an exter-
nal FUV radiation, H2 is collisionally dissociated for ρ " 10−20 g
cm−3 and T " 6000 K. Note that we neglect the dark-matter grav-
ity since the cloud is already bound by the self-gravity of its gas.
Our simulation box size is (50 pc)3 and refinement is controlled by
insisting that one Jeans length is resolved by at least 64 grid cells
(e.g. Turk et al. 2012). Under this condition, the simulation uses 23
out of the allowed 25 refinement levels, ensuring we are resolved
by the above criteria at all times and giving a limiting resolution of
!0.1 au.

The development of turbulence in the central region of forming
first galaxies has been suggested by numerical simulations (e.g.
Wise & Abel 2007; Greif et al. 2008). In the initial phase of col-
lapse with ∼10−20 g cm−3, the turbulence is still subsonic in the
cloud. To consider the density and velocity perturbations due to the
turbulence, we initially impose a subsonic velocity field (the root
mean square of the velocity is set to 0.1cs) with power spectrum
P(k) ∝ k−4, which corresponds to the so-called Larson’s law for
the contemporary star-forming regions (Larson 1981). To ensure
that the turbulence is adequately resolved, we select the maximum
k-mode value of 1/10 of the number of cells across the cloud.

We consider the non-equilibrium primordial chemistry of 9
species (H, H2, e−, H+, H+

2 , H−, He, He+, and He++) and 13 hy-
drogen reactions selected to reproduce the correct thermal/chemical
evolution of the warm atomic-cooling cloud (reactions 3, 4, 7−10,
12, 15−18, 28, and 32 in table 2 of Omukai 2001). We adopt
the reaction rate coefficients updated by the following studies: 7–
10 (Coppola et al. 2011), 15 (Martin, Schwarz & Mandy 1996),
17 (Stibbe & Tennyson 1999), and 28 (Ferland et al. 1992). The
four helium reactions originally included in ENZO are also present,
although they are not relevant in our calculation. We initially as-
sume a uniform distribution of ionization degree with 10−4 and H2

molecular fraction with 10−7, respectively (e.g. Shang et al. 2010).
At high density, the chemical reactions proceed faster than the cloud
collapse and chemical equilibrium is achieved. To smoothly con-
nect the non-equilibrium chemistry to that of equilibrium, we solve

the chemical network including both the forward and reverse re-
actions for dominant processes. To solve the chemistry equations,
we employ the piecewise exact solution method (Inoue & Inutsuka
2008) instead of the original ENZO solver, which cannot follow the
chemical evolution with high enough density to reach the chemical
equilibrium. For the radiative cooling, we consider atomic cool-
ing (H Lyα, two-photon emission, and H− free–bound, free–free
emission) and H2 cooling (rovibrational line and collision-induced
emission). We also include the suppression of the cooling rate in the
optically thick case by using the optical depth estimated as ρκLc

(e.g. Omukai 2001; Shang et al. 2010), where κ includes the H2-line
opacity and the Rosseland mean opacity considering the H Rayleigh
scattering, the H2 collision-induced absorption, and the H− bound-
free and free–free absorption, and Lc the size of the central core,
which is approximately given by the Jeans length for the spherically
symmetric cloud in the runaway collapse. Finally, note that we do
not include the heating/cooling associated with the chemical reac-
tions because their effect is negligible during the thermal evolution
of the atomic-cooling clouds.

3 R ESULTS

Fig. 1 shows the density distribution at the end of the simulation,
where the central density reaches ∼10−7 g cm−3, for four different
spatial scales; from the top-left clockwise, large-scale gas distri-
bution (∼1 pc), the collapsing core (∼0.1 pc), the central ∼100 au
region, and the protostar formed at the centre (∼10 au). The central
portion of the cloud undergoes the runaway collapse. The turbu-
lence forms filamentary structures that channel material into the
central region (ρ ∼ 10−8 g cm−3), feeding the protostar. The left-
bottom panel presents the density distribution around the protostar.
At the end of this simulation, the protostellar mass reaches ≃1 M⊙
and its radius ≃2 au. These values are consistent with the result
of the stellar-structure calculation by Hosokawa et al. (2012), who
assumed a steady and spherical accretion.

Fig. 2 shows the evolution of mass-weighted radial profiles of
(a) density, (b) temperature, and (c) H2 fraction. During collapse,

Figure 1. Density distribution in the plane through the density peak for
four spatial scales: from top-left, clockwise: the large-scale gas distribu-
tion (∼1 pc), a collapsing core by the H− free–bound continuum cooling
(∼0.1 pc), the central region around the protostar (∼100 au), and the final
protostar (∼10 au).
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Evolution of the protostellar radius for several di↵erent accretion rates in the range between
10�3  Ṁ

?

/M� yr�1  1.0. For the lowest accretion rate (ordinary massive Pop III stars; black
curve), the stellar structure contracts and settles down to that of a ZAMS star with a high
e↵ective temperature (⇡ 105 K). For higher accretion rates (Ṁ

?

> Ṁcrit), the protostar continues
to expand until its mass reaches M

?

⇠ 105 M�, above which the core region enters the GR
instability regime. The bloated envelope has low temperatures of T

?

⇡ 5000 K, for which UV
stellar feedback does not halt gas accretion (note that the e↵ective temperature indicated by
orange lines is estimated assuming L

?

= LEdd, which is a good assumption for massive stars with
M

?

> 102 M�). The data are taken from Hosokawa et al. (2012, 2013).

minihalos, and/or in ACHs in which H2 cooling is not fully suppressed and the temperature

is as low as a few 103 K, potentially leading to many IMBHs with 102
⇠

< M•/M�
⇠

< 105, as

remnants of SMSs with intermediate accretion rates in these halos.

5.3.3. The final fates of growing supermassive stars. According to the classical argument

(Chandrasekhar 1964, Zeldovich & Novikov 1971, Shapiro & Teukolsky 1983), an SMS

exceeding a critical mass of MGR is thought to directly collapse to massive BHs via a GR

instability8. The critical mass is on the order of ⇠ 105�106 M�, depending on the detailed

properties of the stellar rotation and radial structure. Shibata & Shapiro (2002) investigated

the gravitational collapse of a rotating SMS in full GR simulations, and found that most

of the stellar mass is eventually swallowed by the newly-born BH, ejecting only ⇠ 10% of

the mass. If the star is rotating su�ciently fast at the beginning of gravitational collapse,

8In the interior of a very massive star, radiation pressure dominates gas pressure, leading to the
adiabatic index �ad ⇡ 4/3 + �/6, where � ⌘ Pgas/(Prad + Pgas) ⇡ 0.027 (M

?

/105 M�)�1/2. On
the other hand, in the relativistic regime, the critical index against a small radial perturbation is
�crit ⇡ 4/3 + 1.12 (RSch/R), where the second term comes from the GR e↵ect. Note that in the
Newtonian limit for less massive stars, �ad(= 5/3) is larger than �crit(= 4/3), where the stellar
structure is stable. The green line in Figure 11 represents the critical radii of the GR stability
(�crit > �ad; Fricke 1973).
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Figure 5

Summary of theoretical results for radiative luminosity vs. BH accretion rate. In the analytical,
“slim-disk” model assuming a pseudo-Newtonian potential (Watarai et al. 2000; red) or taking
into account the GR e↵ect around a BH with a spin of a• (Sa̧dowski et al. 2015; orange), the
radiative luminosity gradually increases as L / ln(ṁ) at high rates. Simulation results are shown
by green circles (RHD; Ohsuga et al. 2005) for metallicities Z = 0 (filled) and Z = Z� (open),
blue triangles (GRRMHD; Sa̧dowski et al. 2015) for a• = 0 (open) and 0.9 (filled), and magenta
squares (RMHD; Jiang et al. 2014, 2019) for stellar-mass BH (filled) and SMBH/AGN (open). For
a highly magnetized accretion disk around a rapidly spinning BH a• = 0.9 (inverted triangle), the
disk transits into a magnetically arrested disk (MAD) state, producing higher radiative luminosity
but with a lower e�ciency. Metallicity and BH spin both impact the structure of the flow, via
opacity and radiative e�ciency near the BH, respectively. These simulations find self-consistent
super-Eddington accretion on small scales with lower values of the radiative e�ciency below 10%
(thick dashed), but are numerically limited to model only short durations and small scales. In the
shaded region, hyper-Eddington accretion from the BH sphere of influence RB would be realized
and sustained, because radiative feedback does not suppress the inflow (Rion ⇠< RB). The e�cient
growth phase can stably exist unless the outward momentum L/c dominates the inward ram
pressure of the rapidly accreting gas (black solid).

decade, RHD simulations including magnetic fields (RMHD) and general relativistic e↵ects

(GRRMHD) have revealed the properties of rapidly accreting gas within a few 100 RSch of

the BH (Ohsuga et al. 2005, Jiang et al. 2014, McKinney et al. 2014, Fragile et al. 2014,

McKinney et al. 2015, Sa̧dowski et al. 2015, Takahashi & Ohsuga 2015). The radiative

e�ciency modestly decreases with the accretion rate down to ✏ ⇡ 1� 5% at 3
⇠

< ṁ
⇠

< 150.

The numerical results are overall qualitatively consistent with the analytical model, but

have some discrepancies. In fact, the e�ciency of photon trapping is significantly reduced

due to non-inflowing gas motion caused by radiation pressure and magnetic buoyancy (Jiang

et al. 2014), which are not taken into account in the analytical models. Importantly, the

radiative e�ciency obtained in simulations with approximate numerical algorithms for ra-

diative transfer that impose local closure relations between the radiation pressure tensor

and radiation energy density, such as the flux-limited di↵usion (FLD; green) or the so-called
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larger around the equatorial plane (jzjP10rg) than at large al-
titudes (jzjk 10rg) in the outer region, Rk100rg. This reflects
that the injected mass accretes along the equatorial plane. On
the other hand, the viscous accretion disk forms inside rP 100rg.
We focus on the viscous accretion flows in the present study. The
situation is apparently similar to that studied byChakrabarti (1996),
although they were concerned with subcritical flow, and their
study did not use multidimensional or radiation-hydrodynamic
simulations.

Figure 5 shows the two-dimensional distributions of radia-
tion energy density (top left), the ratio of the radiation energy
to the internal energy of gas (top right), the gas temperature
(bottom left), and the radial velocity normalized by the escape
velocity (bottom right) on the R-z plane. As shown in the top left
panel, the radiation energy distribution roughly coincides with
the gas density distribution. That is, the radiation energy tends
to be larger around the equatorial plane than that around the ro-
tation axis. Since the radiation energy distribution is smoothed
due to the radiative diffusion within the disk, there is no cavity
found in the radiation energy distribution, which makes a marked
difference from the density distribution (see Fig. 3).

Radiation energy greatly exceeds the gas energy in the entire
region, including the outflow region in our simulations (Fig. 5,
top right). This confirms that most of the region is radiation
pressure dominated and that strong radiation pressure supports
the geometrically thick disk and drives the outflow.

The gas temperature distribution shown in the bottom left
panel shows relatively low temperatures in the disk region,
compared with those in the outflow region, although the viscous
heating rate is much larger in the former than in the latter. This
can be understood, because radiative cooling is more effective
in a dense region as a consequence of its strong density de-
pendence. The gas in the disk region is heated up by the viscous

heating, and the processed energy is effectively converted into
the radiation energy. Therefore, gas temperature does not rise so
much within the disk. Conversely, the gas cannot emit effec-
tively in the outflow region, since both free-free emissivity and
bound-free emissivity are more sensitive to the density than the
gas temperature, /!2T1/2. It can be understood by the compar-
ison between the bottom left and the top right panels. The radi-
ation temperature (/E1=4

0 ) in the outflow region is lower than
that in the disk region, contrary to the gas temperature profile.

The bottom right panel indicates the radial velocity nor-
malized by the escape velocity. The gas moves toward the black
hole or flows outward slowly in the disk regions (Fig. 5, blue
area). The white color indicates that the velocity exceeds the
escape velocity in this area. It is found that the gas is accelerated
through the radiation pressure and is blown away to a large
distance (see also Fig. 5, top right). Such a flow component will
be identified as a strong disk wind. Note that the outflow pre-
sented here is distinct in nature from that known as a bounce jet
(Chen et al. 1997), which arises because of a bounce of free-
falling low angular momentum material when it goes through
the centrifugal barrier at small r.

The outflow will also produce large absorption in the emer-
gent spectra.We also notice strong velocity shear at the boundary
between the disk region and the outflow region. This complex
density profile around the disk surface as shown in Figure 3 is
explained as a consequence of the K-H instability.

The growth timescale of the K-H instability is roughly given
by

tKH ! 1

kvr

!disk
!out

! "1=2

; ð27Þ

where k is the wavenumber and !disk /!out is the density ratio of
the disk region to the outflow region at the disk boundary. Here
we assume an incompressible fluid as well as !disk 3!out and
neglect the gravity. Also, the viscosity is not considered, since
the r"-component of the viscous stress tensor is set at zero in
the present simulations. By setting k ¼ 2# /10rg; vr ¼ 0:1c, and
!disk /!out ¼ 10, we find tKH %5 ; 10&3 s. Note that this is shorter
than the escape time, r /vr ¼ 0:1 s, for r ¼ 100rg and vr ¼ 0:1c.
That is, there is ample time for the K-H instability to grow
before the material flows outward.

The mass accretion rates as a function of the radius are dis-
played in Figure 6 for the case of ṁinput ¼ 1000 and Z ¼ 1 Z'.
The solid, dotted, and dashed curves indicate the ṁ profiles at
elapsed times of t ¼ 10, 30, and 50 s, respectively. Here the
mass accretion rate at each radius is evaluated by

ṁr ¼ & c2

LE

Z
2#r 2! r; "ð Þmin 0; vr r; "ð Þ½ ) sin " d": ð28Þ

It is found that the mass accretion rates are not constant in the
radial direction but decrease inward, as the flow approaches the
black hole. Roughly, we find ṁr / r. In addition, we find that
the radial ṁr profile remains nearly the same after 7 s, from
which we can conclude that the flow is in a quasi-steady state.
This ṁr change is caused by a cooperation between wind mass
loss around the disk surface and the circular motion deep inside
the disk. Note that accretion rates are assumed to be constant in
space in the slim-disk model formulation.

The multidimensional numerical simulations of RIAFs have
shown that the accretion disks are convectively unstable, and thereby
the circular motion is driven within the flow (e.g., Igumenshchev
& Abramowicz 1999; Stone et al. 1999; McKinney & Gammie

Fig. 4.—Two-dimensional density distribution in the whole computational
domain at the elapsed time of t ¼ 10 s for M ¼ 10 M'. The adopted param-
eters are ṁinput ¼ 1000 and Z ¼ 1 Z'.
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Figure 2. Perspective view of inflow and outflow patterns near the black hole for models A, B, and C, from left to right, respectively. Also plotted are normalized
density distributions (color) and streamlines, which are time-averaged over 6–7 s for models A and C and over 9–10 s for model B.
(A color version of this figure is available in the online journal.)

the flow is heated. Thus, the initial torus also expands in the
vertical direction. The resulting density distribution at t = 1 s
is shown in the bottom panel of Figure 1. Here, 512 × 512 grids
(the grid spacing is 0.2 RS) are used. We have confirmed that the
resulting density distribution does not change by a lot even if we
employ smaller mesh spacings, ∆r = ∆z = 0.1 RS (1024 × 512
grids). Assigning the density normalization and setting the
radiation temperature to be 104 K in the whole region, we start
the RMHD simulations from the resulting structure given by
the prelusive MHD calculations and continue performing them
until t ∼ 10 s.

3.7. Mass Accretion Rates, Outflow Rates, and Luminosities

The mass accretion rate is calculated at the inner boundary at
r = 2 RS by

Ṁacc = −2
∫ 2 RS

0
2πrρvrdz, (22)

which is the mass passing through the inner boundary per unit
time. The photon luminosity is calculated by

Lph = 2
∫ rc1

2RS

2πr
(
Fz

0 + vzE0
)
dr, (23)

at the height of z = zc. The values of (rc1, zc) are carefully
chosen so as not to include the contribution from the initial
torus. We, hence, set (rc1, zc) = (25 RS, 60 RS) for model A,
(30 RS, 30 RS) for model B, and (60 RS, 60 RS) for model C. In
model C we employ relatively larger rc1(= 60 RS); however, the
contribution to the total emission from the outer region is very
small, since the density is very small there. The mass outflow
rate and the kinetic luminosity are also calculated at z = zc as

Ṁout = 2
∫ rc2

2RS

2πrρvzH (vR − vesc) dr, (24)

Lkin = 2
∫ rc2

2RS

2πr

(
1
2
ρv2

R

)
vzH (vR − vesc) dr, (25)

where H is the Heaviside step function; i.e., H (x) = 1 for
x ! 0 and H (x) = 0 for x < 0, and vR[≡ vr (r/R) +

vz(z/R)] is the R-component of the velocity. We employ
(rc2, zc) = (60 RS, 60 RS) for models A and C, and (rc2, zc) =
(30 RS, 30 RS) for model B. That is, in the present study Ṁout
and Lkin indicate the mass and kinetic energy transported upward
only by the high-velocity outflow (vR > vesc) per unit time. In
addition, we plot the luminosity of the trapped radiation, which
is evaluated by

Ltrap = −2
∫ 2RS

0
2πr

(
F r

0 + vrE0
)
dz, (26)

with r = 2 RS. It implies the radiation energy swallowed by the
black hole per unit time.

4. RESULTS

We first give an overview of the simulation results in
Section 4.1 and then provide more detailed information in
Sections 4.2–4.4 for models A, B, and C, respectively.

4.1. Overview of Simulated Flows

The overall flow structures obtained by our RMHD simula-
tions can be summarized in Figures 2–4. We first show perspec-
tive views of the simulated flows in models A−C in Figure 2.
Here, the color contours indicate the distributions of normalized
density, ρ/ρ0, time-averaged over 6–7 s for models A and C and
over 9–10 s for model B. We find that a geometrically thick
disk forms in models A and C, while a geometrically thin disk
forms in model B. The streamlines indicated by the thick lines
are overlaid in this figure. We find in all models that the gas
near the equatorial plane is on a quasi-circular orbit around the
central black hole, whereas the gas away from the equatorial
plane shows helical and outflowing motion. The helical motion
means that the outflow material possesses a substantial amount
of angular momenta.

The different dynamical properties of accretion flows in the
three models are more quantitatively shown in Figure 3. In the
top panel of the figure, we plot the normalized mass accretion
rate, Ṁacc/(LE/c2); mass outflow rate, Ṁout/(LE/c2); photon
luminosity, Lph/LE; kinetic luminosity, Lkin/LE; and trapping
luminosity, Ltrap/LE. We also plot Lkin/Lph, Ltrap/Lph, and
Ṁout/Ṁacc in the bottom panel. They are time-averaged over

5

smaller scales: ~O(100)*RSch ~ 0.1-1 mpc

Ohsuga et al. (2011)

larger scales: < O(kpc)
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Figure 2. Perspective view of inflow and outflow patterns near the black hole for models A, B, and C, from left to right, respectively. Also plotted are normalized
density distributions (color) and streamlines, which are time-averaged over 6–7 s for models A and C and over 9–10 s for model B.
(A color version of this figure is available in the online journal.)

the flow is heated. Thus, the initial torus also expands in the
vertical direction. The resulting density distribution at t = 1 s
is shown in the bottom panel of Figure 1. Here, 512 × 512 grids
(the grid spacing is 0.2 RS) are used. We have confirmed that the
resulting density distribution does not change by a lot even if we
employ smaller mesh spacings, ∆r = ∆z = 0.1 RS (1024 × 512
grids). Assigning the density normalization and setting the
radiation temperature to be 104 K in the whole region, we start
the RMHD simulations from the resulting structure given by
the prelusive MHD calculations and continue performing them
until t ∼ 10 s.

3.7. Mass Accretion Rates, Outflow Rates, and Luminosities

The mass accretion rate is calculated at the inner boundary at
r = 2 RS by

Ṁacc = −2
∫ 2 RS

0
2πrρvrdz, (22)

which is the mass passing through the inner boundary per unit
time. The photon luminosity is calculated by

Lph = 2
∫ rc1

2RS

2πr
(
Fz

0 + vzE0
)
dr, (23)

at the height of z = zc. The values of (rc1, zc) are carefully
chosen so as not to include the contribution from the initial
torus. We, hence, set (rc1, zc) = (25 RS, 60 RS) for model A,
(30 RS, 30 RS) for model B, and (60 RS, 60 RS) for model C. In
model C we employ relatively larger rc1(= 60 RS); however, the
contribution to the total emission from the outer region is very
small, since the density is very small there. The mass outflow
rate and the kinetic luminosity are also calculated at z = zc as

Ṁout = 2
∫ rc2

2RS

2πrρvzH (vR − vesc) dr, (24)

Lkin = 2
∫ rc2

2RS

2πr

(
1
2
ρv2

R

)
vzH (vR − vesc) dr, (25)

where H is the Heaviside step function; i.e., H (x) = 1 for
x ! 0 and H (x) = 0 for x < 0, and vR[≡ vr (r/R) +

vz(z/R)] is the R-component of the velocity. We employ
(rc2, zc) = (60 RS, 60 RS) for models A and C, and (rc2, zc) =
(30 RS, 30 RS) for model B. That is, in the present study Ṁout
and Lkin indicate the mass and kinetic energy transported upward
only by the high-velocity outflow (vR > vesc) per unit time. In
addition, we plot the luminosity of the trapped radiation, which
is evaluated by

Ltrap = −2
∫ 2RS

0
2πr

(
F r

0 + vrE0
)
dz, (26)

with r = 2 RS. It implies the radiation energy swallowed by the
black hole per unit time.

4. RESULTS

We first give an overview of the simulation results in
Section 4.1 and then provide more detailed information in
Sections 4.2–4.4 for models A, B, and C, respectively.

4.1. Overview of Simulated Flows

The overall flow structures obtained by our RMHD simula-
tions can be summarized in Figures 2–4. We first show perspec-
tive views of the simulated flows in models A−C in Figure 2.
Here, the color contours indicate the distributions of normalized
density, ρ/ρ0, time-averaged over 6–7 s for models A and C and
over 9–10 s for model B. We find that a geometrically thick
disk forms in models A and C, while a geometrically thin disk
forms in model B. The streamlines indicated by the thick lines
are overlaid in this figure. We find in all models that the gas
near the equatorial plane is on a quasi-circular orbit around the
central black hole, whereas the gas away from the equatorial
plane shows helical and outflowing motion. The helical motion
means that the outflow material possesses a substantial amount
of angular momenta.

The different dynamical properties of accretion flows in the
three models are more quantitatively shown in Figure 3. In the
top panel of the figure, we plot the normalized mass accretion
rate, Ṁacc/(LE/c2); mass outflow rate, Ṁout/(LE/c2); photon
luminosity, Lph/LE; kinetic luminosity, Lkin/LE; and trapping
luminosity, Ltrap/LE. We also plot Lkin/Lph, Ltrap/Lph, and
Ṁout/Ṁacc in the bottom panel. They are time-averaged over
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Figure 2. Perspective view of inflow and outflow patterns near the black hole for models A, B, and C, from left to right, respectively. Also plotted are normalized
density distributions (color) and streamlines, which are time-averaged over 6–7 s for models A and C and over 9–10 s for model B.
(A color version of this figure is available in the online journal.)

the flow is heated. Thus, the initial torus also expands in the
vertical direction. The resulting density distribution at t = 1 s
is shown in the bottom panel of Figure 1. Here, 512 × 512 grids
(the grid spacing is 0.2 RS) are used. We have confirmed that the
resulting density distribution does not change by a lot even if we
employ smaller mesh spacings, ∆r = ∆z = 0.1 RS (1024 × 512
grids). Assigning the density normalization and setting the
radiation temperature to be 104 K in the whole region, we start
the RMHD simulations from the resulting structure given by
the prelusive MHD calculations and continue performing them
until t ∼ 10 s.

3.7. Mass Accretion Rates, Outflow Rates, and Luminosities

The mass accretion rate is calculated at the inner boundary at
r = 2 RS by

Ṁacc = −2
∫ 2 RS

0
2πrρvrdz, (22)

which is the mass passing through the inner boundary per unit
time. The photon luminosity is calculated by

Lph = 2
∫ rc1

2RS

2πr
(
Fz

0 + vzE0
)
dr, (23)

at the height of z = zc. The values of (rc1, zc) are carefully
chosen so as not to include the contribution from the initial
torus. We, hence, set (rc1, zc) = (25 RS, 60 RS) for model A,
(30 RS, 30 RS) for model B, and (60 RS, 60 RS) for model C. In
model C we employ relatively larger rc1(= 60 RS); however, the
contribution to the total emission from the outer region is very
small, since the density is very small there. The mass outflow
rate and the kinetic luminosity are also calculated at z = zc as

Ṁout = 2
∫ rc2

2RS

2πrρvzH (vR − vesc) dr, (24)

Lkin = 2
∫ rc2

2RS

2πr

(
1
2
ρv2

R

)
vzH (vR − vesc) dr, (25)

where H is the Heaviside step function; i.e., H (x) = 1 for
x ! 0 and H (x) = 0 for x < 0, and vR[≡ vr (r/R) +

vz(z/R)] is the R-component of the velocity. We employ
(rc2, zc) = (60 RS, 60 RS) for models A and C, and (rc2, zc) =
(30 RS, 30 RS) for model B. That is, in the present study Ṁout
and Lkin indicate the mass and kinetic energy transported upward
only by the high-velocity outflow (vR > vesc) per unit time. In
addition, we plot the luminosity of the trapped radiation, which
is evaluated by

Ltrap = −2
∫ 2RS

0
2πr

(
F r

0 + vrE0
)
dz, (26)

with r = 2 RS. It implies the radiation energy swallowed by the
black hole per unit time.

4. RESULTS

We first give an overview of the simulation results in
Section 4.1 and then provide more detailed information in
Sections 4.2–4.4 for models A, B, and C, respectively.

4.1. Overview of Simulated Flows

The overall flow structures obtained by our RMHD simula-
tions can be summarized in Figures 2–4. We first show perspec-
tive views of the simulated flows in models A−C in Figure 2.
Here, the color contours indicate the distributions of normalized
density, ρ/ρ0, time-averaged over 6–7 s for models A and C and
over 9–10 s for model B. We find that a geometrically thick
disk forms in models A and C, while a geometrically thin disk
forms in model B. The streamlines indicated by the thick lines
are overlaid in this figure. We find in all models that the gas
near the equatorial plane is on a quasi-circular orbit around the
central black hole, whereas the gas away from the equatorial
plane shows helical and outflowing motion. The helical motion
means that the outflow material possesses a substantial amount
of angular momenta.

The different dynamical properties of accretion flows in the
three models are more quantitatively shown in Figure 3. In the
top panel of the figure, we plot the normalized mass accretion
rate, Ṁacc/(LE/c2); mass outflow rate, Ṁout/(LE/c2); photon
luminosity, Lph/LE; kinetic luminosity, Lkin/LE; and trapping
luminosity, Ltrap/LE. We also plot Lkin/Lph, Ltrap/Lph, and
Ṁout/Ṁacc in the bottom panel. They are time-averaged over

5

smaller scales: ~O(100)*RSch ~ 0.1-1 mpc

Ohsuga et al. (2011)

larger scales: < O(kpc)

cosmological simulations 
(e.g., Illustris, EAGLE, FIRE)

Slim diskstandard disks
Shakura & Sunyaev (1973) Abramowicz et al. (1988)

How can we connect the two different scales?
Construct the global solution including RB !



Gas supply from large scales
・ low density case (                            )

RB
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Figure 1. Central accretion rate and radiative luminosity as a function of time
for radiative efficiency ϵ = 0.1.

2.4. Mesh Refinement and Initial Conditions

We simulate a cylindrical domain in the upper hemisphere
0 < (R, z) < 1 pc with 18 levels of mesh refinement. Since
each AMR block contains 8 × 8 zones, the maximum spatial
resolution in the simulation is ∆x ∼ 3 × 1012 cm. We require
that the central hole, with radius rhole = 1014 cm, is always
resolved at the highest level of mesh refinement. We achieve
pseudo-logarithmic gridding by capping the resolution at radius
r with ∆x > 1

8ηr where we choose η = 0.1; this prevents
the use of excessive resolution far from the central hole. The
simulation domain initially contained uniform-density partially
ionized gas, with initial electron abundance of χe = 0.5, at
temperature 104 K and density nH = 107 cm−3. The initial value
for the central point mass was 100 M⊙.

3. RESULTS

The central accretion rate, shown in Figure 1, oscillates
between values close to, and occasionally mildly exceeding the
Eddington limit, Ṁmax ∼ ṀEdd ∼ 2×10−6 M⊙ yr−1, and a rate
lower by an order of magnitude, Ṁmin ∼ 2×10−7 M⊙ yr−1. The
accretion is approximately periodic with a mild trend toward
an increasing period separating consecutive peak episodes;
the period varies between 250 yr and 350 yr. Accretion rate
falloff following a maximum is roughly exponential, as may
be expected when photoheating and photoionization radiation
pressure in the ionized region surrounding the black hole drive
down the accretion rate (see Section 3 in Milosavljević et al.
2009). The average accretion rate and luminosity are ⟨Ṁ⟩ =
4.6×1019 g s−1 and ⟨L⟩ = 4.2×1039 erg s−1, which says that on
average, the black hole accretes at 32% of the Eddington limit.
The average accretion rate is still only ∼0.2% of the isothermal
“Bondi” accretion rate ṀBondi = e3/2π (GMbh)2nmp/c3

s (∞),
calculated ignoring radiative feedback, for an ambient sound
speed of cs(∞) = 14 km s−1.

During a central accretion maximum, electron scattering
and photoionization radiation pressure drive an outflow in the
ionized gas within the H ii region that has neutral fractions
χH ∼ 10−4 to 10−5 (Figure 2, lower panels). This leads to rar-
efaction and exponential drop in central accretion. Meanwhile,
as radiation pressure subsides, gas near the edge of the H ii
region accelerates inward. This acceleration is driven by a gas
pressure imbalance near the edge; the imbalance was inherited
from the preceding accretion maximum when an outward radi-
ation pressure force balanced an inward gas pressure gradient
force. The outflow intersects with the inflow, and the inflowing
gas ultimately arrives at the edge of the central hole and gives
rise to a new accretion maximum. The longest timescale in the
cycle is the inward acceleration and infall time, which is here a

Figure 2. Gas number density n (upper panels) and neutral fraction χH (lower
panels) at two separate instances around t ∼ 4000 yr. The left panels show
the flow during a central accretion minimum; infalling gas is clearly visible at
r ∼ 1.5 × 1016 cm. The right panels show the flow during a central accretion
maximum. The structure near the central axis, in the conical region marked by
dashed lines, is an artifact of our having set the optical depth to zero along the
axis, for R/|z| < tan 5◦, to avoid numerical issues arising from the coordinate
singularity.

Figure 3. Minimum radius at which neutral gas, with ionization fraction
χH+ < 1

2 is found (lower boundary of the shaded region in panel (a)) and
maximum radius at which ionized gas, with χH+ > 1

2 , is found (upper boundary
of the shaded region). Panel (b) shows the minimum radius at which the radial
inflow is subsonic. Because of transient shock heating in the flow, the sonic
radius, which normally resides at rs ∼ 2.2 × 1014 cm, shrinks to the edge of the
hole at rhole = 1014 cm.

factor of ∼3 shorter than the radial sound crossing time of the
H ii region with typical temperature TH II ∼ 4 × 104 K.

To investigate the relative importance of radiation pressure
compared to heating, we continued the simulation shown in
Figures 1–3 with the radiation pressure force artificially set
to zero. The heating-only simulation exhibited a significantly
higher, super-Eddington mean accretion rate and a rapid,
monthly variability reflecting an episodic heating to the Comp-
ton temperature and convective transport at r ∼ rhole. The longer
period (∼300 yr) behavior observed in the simulation with the
radiation pressure was absent in the heating-only simulation.
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Figure 1. Central accretion rate and radiative luminosity as a function of time
for radiative efficiency ϵ = 0.1.

2.4. Mesh Refinement and Initial Conditions

We simulate a cylindrical domain in the upper hemisphere
0 < (R, z) < 1 pc with 18 levels of mesh refinement. Since
each AMR block contains 8 × 8 zones, the maximum spatial
resolution in the simulation is ∆x ∼ 3 × 1012 cm. We require
that the central hole, with radius rhole = 1014 cm, is always
resolved at the highest level of mesh refinement. We achieve
pseudo-logarithmic gridding by capping the resolution at radius
r with ∆x > 1

8ηr where we choose η = 0.1; this prevents
the use of excessive resolution far from the central hole. The
simulation domain initially contained uniform-density partially
ionized gas, with initial electron abundance of χe = 0.5, at
temperature 104 K and density nH = 107 cm−3. The initial value
for the central point mass was 100 M⊙.

3. RESULTS

The central accretion rate, shown in Figure 1, oscillates
between values close to, and occasionally mildly exceeding the
Eddington limit, Ṁmax ∼ ṀEdd ∼ 2×10−6 M⊙ yr−1, and a rate
lower by an order of magnitude, Ṁmin ∼ 2×10−7 M⊙ yr−1. The
accretion is approximately periodic with a mild trend toward
an increasing period separating consecutive peak episodes;
the period varies between 250 yr and 350 yr. Accretion rate
falloff following a maximum is roughly exponential, as may
be expected when photoheating and photoionization radiation
pressure in the ionized region surrounding the black hole drive
down the accretion rate (see Section 3 in Milosavljević et al.
2009). The average accretion rate and luminosity are ⟨Ṁ⟩ =
4.6×1019 g s−1 and ⟨L⟩ = 4.2×1039 erg s−1, which says that on
average, the black hole accretes at 32% of the Eddington limit.
The average accretion rate is still only ∼0.2% of the isothermal
“Bondi” accretion rate ṀBondi = e3/2π (GMbh)2nmp/c3

s (∞),
calculated ignoring radiative feedback, for an ambient sound
speed of cs(∞) = 14 km s−1.

During a central accretion maximum, electron scattering
and photoionization radiation pressure drive an outflow in the
ionized gas within the H ii region that has neutral fractions
χH ∼ 10−4 to 10−5 (Figure 2, lower panels). This leads to rar-
efaction and exponential drop in central accretion. Meanwhile,
as radiation pressure subsides, gas near the edge of the H ii
region accelerates inward. This acceleration is driven by a gas
pressure imbalance near the edge; the imbalance was inherited
from the preceding accretion maximum when an outward radi-
ation pressure force balanced an inward gas pressure gradient
force. The outflow intersects with the inflow, and the inflowing
gas ultimately arrives at the edge of the central hole and gives
rise to a new accretion maximum. The longest timescale in the
cycle is the inward acceleration and infall time, which is here a

Figure 2. Gas number density n (upper panels) and neutral fraction χH (lower
panels) at two separate instances around t ∼ 4000 yr. The left panels show
the flow during a central accretion minimum; infalling gas is clearly visible at
r ∼ 1.5 × 1016 cm. The right panels show the flow during a central accretion
maximum. The structure near the central axis, in the conical region marked by
dashed lines, is an artifact of our having set the optical depth to zero along the
axis, for R/|z| < tan 5◦, to avoid numerical issues arising from the coordinate
singularity.

Figure 3. Minimum radius at which neutral gas, with ionization fraction
χH+ < 1

2 is found (lower boundary of the shaded region in panel (a)) and
maximum radius at which ionized gas, with χH+ > 1

2 , is found (upper boundary
of the shaded region). Panel (b) shows the minimum radius at which the radial
inflow is subsonic. Because of transient shock heating in the flow, the sonic
radius, which normally resides at rs ∼ 2.2 × 1014 cm, shrinks to the edge of the
hole at rhole = 1014 cm.

factor of ∼3 shorter than the radial sound crossing time of the
H ii region with typical temperature TH II ∼ 4 × 104 K.

To investigate the relative importance of radiation pressure
compared to heating, we continued the simulation shown in
Figures 1–3 with the radiation pressure force artificially set
to zero. The heating-only simulation exhibited a significantly
higher, super-Eddington mean accretion rate and a rapid,
monthly variability reflecting an episodic heating to the Comp-
ton temperature and convective transport at r ∼ rhole. The longer
period (∼300 yr) behavior observed in the simulation with the
radiation pressure was absent in the heating-only simulation.
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Figure 1. Central accretion rate and radiative luminosity as a function of time
for radiative efficiency ϵ = 0.1.

2.4. Mesh Refinement and Initial Conditions

We simulate a cylindrical domain in the upper hemisphere
0 < (R, z) < 1 pc with 18 levels of mesh refinement. Since
each AMR block contains 8 × 8 zones, the maximum spatial
resolution in the simulation is ∆x ∼ 3 × 1012 cm. We require
that the central hole, with radius rhole = 1014 cm, is always
resolved at the highest level of mesh refinement. We achieve
pseudo-logarithmic gridding by capping the resolution at radius
r with ∆x > 1

8ηr where we choose η = 0.1; this prevents
the use of excessive resolution far from the central hole. The
simulation domain initially contained uniform-density partially
ionized gas, with initial electron abundance of χe = 0.5, at
temperature 104 K and density nH = 107 cm−3. The initial value
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3. RESULTS
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lower by an order of magnitude, Ṁmin ∼ 2×10−7 M⊙ yr−1. The
accretion is approximately periodic with a mild trend toward
an increasing period separating consecutive peak episodes;
the period varies between 250 yr and 350 yr. Accretion rate
falloff following a maximum is roughly exponential, as may
be expected when photoheating and photoionization radiation
pressure in the ionized region surrounding the black hole drive
down the accretion rate (see Section 3 in Milosavljević et al.
2009). The average accretion rate and luminosity are ⟨Ṁ⟩ =
4.6×1019 g s−1 and ⟨L⟩ = 4.2×1039 erg s−1, which says that on
average, the black hole accretes at 32% of the Eddington limit.
The average accretion rate is still only ∼0.2% of the isothermal
“Bondi” accretion rate ṀBondi = e3/2π (GMbh)2nmp/c3
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During a central accretion maximum, electron scattering
and photoionization radiation pressure drive an outflow in the
ionized gas within the H ii region that has neutral fractions
χH ∼ 10−4 to 10−5 (Figure 2, lower panels). This leads to rar-
efaction and exponential drop in central accretion. Meanwhile,
as radiation pressure subsides, gas near the edge of the H ii
region accelerates inward. This acceleration is driven by a gas
pressure imbalance near the edge; the imbalance was inherited
from the preceding accretion maximum when an outward radi-
ation pressure force balanced an inward gas pressure gradient
force. The outflow intersects with the inflow, and the inflowing
gas ultimately arrives at the edge of the central hole and gives
rise to a new accretion maximum. The longest timescale in the
cycle is the inward acceleration and infall time, which is here a

Figure 2. Gas number density n (upper panels) and neutral fraction χH (lower
panels) at two separate instances around t ∼ 4000 yr. The left panels show
the flow during a central accretion minimum; infalling gas is clearly visible at
r ∼ 1.5 × 1016 cm. The right panels show the flow during a central accretion
maximum. The structure near the central axis, in the conical region marked by
dashed lines, is an artifact of our having set the optical depth to zero along the
axis, for R/|z| < tan 5◦, to avoid numerical issues arising from the coordinate
singularity.

Figure 3. Minimum radius at which neutral gas, with ionization fraction
χH+ < 1

2 is found (lower boundary of the shaded region in panel (a)) and
maximum radius at which ionized gas, with χH+ > 1

2 , is found (upper boundary
of the shaded region). Panel (b) shows the minimum radius at which the radial
inflow is subsonic. Because of transient shock heating in the flow, the sonic
radius, which normally resides at rs ∼ 2.2 × 1014 cm, shrinks to the edge of the
hole at rhole = 1014 cm.

factor of ∼3 shorter than the radial sound crossing time of the
H ii region with typical temperature TH II ∼ 4 × 104 K.

To investigate the relative importance of radiation pressure
compared to heating, we continued the simulation shown in
Figures 1–3 with the radiation pressure force artificially set
to zero. The heating-only simulation exhibited a significantly
higher, super-Eddington mean accretion rate and a rapid,
monthly variability reflecting an episodic heating to the Comp-
ton temperature and convective transport at r ∼ rhole. The longer
period (∼300 yr) behavior observed in the simulation with the
radiation pressure was absent in the heating-only simulation.

Rion > RB



Kohei Inayoshi

density

Fig.1: Gas density distribution in the outer
region simulation for hyper-Eddington accre-
tion [3]. While intense radiation collimated to-
wards the poles produces a cavity, rapid accre-
tion from large scales through the equatorial
region is not suppressed.
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Fig.2: The Bondi accretion rates (ṀB) vs.
the bolometric luminosity (Lbol) of SMBHs
in the local universe. Our simulation result
(red) can explain the observed values (blue)
[4]. Convective motions in the inflow sup-
press the BH accretion rate (ṀB ⌧ Ṁacc).

dimensional simulations but only at small scales (r . 100RSch), and is likely to be associated with
outflows. I will apply the above numerical technique to construct global solutions of RIAFs, and
study the impact of feedback on the gas supply and star formation on galactic scales. So far, we
have studied the global solutions at very low accretion rates of Ṁacc < 10�4 ṀEdd, and found that
the properties are different from those expected in previous simulations focusing on small scales.
The inflow gas is convectively unstable in a disk, where turbulent motions strongly suppress the
BH feeding. With the global RIAF solutions, we estimate the radiation luminosity as a function
of the accretion rate from the Bondi radius (red curve in Fig. 2). The estimated luminosities are
much lower than those in previous studies (black dotted). This result can successfully explain
the observed relation between the inflow rates and the luminosities of SMBHs in the local
universe (blue symbols) [22]. I will extend these solutions to higher-rate cases and discuss the
transition of a nuclear accretion disk to RIAFs, which would occur around the largest SMBHs
with ⇠ 1010 M� and prevent further growth [5]. This will enable us to study suppression of BH
feeding and better understand the origin of the maximum BH mass.

Cosmological evolution of SMBHs and their observational signatures
I will apply the global solutions in a cosmological context. In the assembly of protogalaxies,
massive seed BHs would be likely to form in dense shock regions due to colliding inflows [9,10].
Since the gas density is high enough to produce high accretion rates, the BH can rapidly grow
to ⇠ 106 M� in the early stage [1,2]. However, as the BH mass increases, the gas supply from
outside the Bondi radius is depleted and thus the feeding of the BH is stalled. Then, feedback due to
radiation and outflows could suppress the accretion rate below ⇠ ṀEdd. The two global solutions
of hyper-Eddington accretion flows and RIAFs will allow us to model BH growth and feedback.
Adopting my results as a sub-grid prescription for cosmological simulations of galaxy formation,
where accretion flows near the BH are not resolved, I will study in realistic situations both the
mechanisms of rapid accretion and its suppression in the cosmological framework. This will allow
us to make realistic predictions about the BH mass function and explain the long-standing
observational puzzle of the scarcity of intermediate-mass BHs with 100 . MBH/M� . 106.

Next, I will extend my research to understand bright high-redshift systems, the emission mech-
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Figure 6

Two-dimensional distributions of gas density (top panels) and ionization fraction (bottom panels)
in accretion flows onto a BH in the log r – ✓ plane. The concentric dashed circles indicate constant
fractions of the Bondi radius: r/RB = 0.01, 0.1 and 1.0. The left panels show the accretion flow
during a transition to the hyper-Eddington regime. Even though the ionization front reaches the
Bondi radius in the polar regions, rapid gas accretion begins to occur through the equatorial plane,
with intense ram pressure. The right panels show the accretion flow after the transition, when the
HII region collapses and the entire flow becomes neutral. The accretion rate dramatically
increases from time-dependent oscillations at hṀi ⇠< ṀEdd to steady hyper-Eddington accretion

at Ṁ ⇠ ṀB(⇠ 500 ṀEdd). The figure is based on the simulation data from Takeo et al. (2018).

when the gas is very cold, it is susceptible to gravitational perturbations which determine

the inflow rate (Hopkins & Quataert 2010). Importantly, the Bondi radius is generally much

larger than the trapping radius, namely RB/Rtr ⇡ 7⇥ 103 (ṁ/103)�1T�1
3 (see Figure 4).

3.1.3. Photoionization and heating. Radiative feedback associated BH accretion can play

a crucial role on the inflow rate from the Bondi radius, where gas is only marginally bound

to the BH. Even if a BH is embedded in a self-gravitating cloud, the ratio of the thermal

energy to the gravitational energy is as high as
⇠

> 5/⇡2
⇡ 0.5 (Larson 1969, Truelove et al.

1997). Therefore, photoionization and heating by the central BH can unbind the gas, and

suppress gas inflow from large scales. Unfortunately, no multi-dimensional simulation can

self-consistently resolve all the relevant scales from the event horizon to the Bondi radius.

To roughly quantify this e↵ect, let us instead approximate the size of the ionization bubble

by the Strömgren radius in a uniform medium,

Rion ⇡

✓
3Qion

4⇡↵Bn2
H

◆1/3

/ M1/3
•,2 n�2/3

H,7 f1/3
Edd, (6)

where Qion is the ionizing photon flux, ↵B is the case-B recombination rate, and fEdd ⌘

L/LEdd ⇠ O(1), providing Rion/RB ⇡ f1/3
Edd n�2/3

H,7 (M•/100 M�)
�2/3. Thus, for a 100 M�

stellar-remnant BH, embedded in a gas cloud with nH < 107 cm�3, the ionization front
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[4]. Convective motions in the inflow sup-
press the BH accretion rate (ṀB ⌧ Ṁacc).

dimensional simulations but only at small scales (r . 100RSch), and is likely to be associated with
outflows. I will apply the above numerical technique to construct global solutions of RIAFs, and
study the impact of feedback on the gas supply and star formation on galactic scales. So far, we
have studied the global solutions at very low accretion rates of Ṁacc < 10�4 ṀEdd, and found that
the properties are different from those expected in previous simulations focusing on small scales.
The inflow gas is convectively unstable in a disk, where turbulent motions strongly suppress the
BH feeding. With the global RIAF solutions, we estimate the radiation luminosity as a function
of the accretion rate from the Bondi radius (red curve in Fig. 2). The estimated luminosities are
much lower than those in previous studies (black dotted). This result can successfully explain
the observed relation between the inflow rates and the luminosities of SMBHs in the local
universe (blue symbols) [22]. I will extend these solutions to higher-rate cases and discuss the
transition of a nuclear accretion disk to RIAFs, which would occur around the largest SMBHs
with ⇠ 1010 M� and prevent further growth [5]. This will enable us to study suppression of BH
feeding and better understand the origin of the maximum BH mass.

Cosmological evolution of SMBHs and their observational signatures
I will apply the global solutions in a cosmological context. In the assembly of protogalaxies,
massive seed BHs would be likely to form in dense shock regions due to colliding inflows [9,10].
Since the gas density is high enough to produce high accretion rates, the BH can rapidly grow
to ⇠ 106 M� in the early stage [1,2]. However, as the BH mass increases, the gas supply from
outside the Bondi radius is depleted and thus the feeding of the BH is stalled. Then, feedback due to
radiation and outflows could suppress the accretion rate below ⇠ ṀEdd. The two global solutions
of hyper-Eddington accretion flows and RIAFs will allow us to model BH growth and feedback.
Adopting my results as a sub-grid prescription for cosmological simulations of galaxy formation,
where accretion flows near the BH are not resolved, I will study in realistic situations both the
mechanisms of rapid accretion and its suppression in the cosmological framework. This will allow
us to make realistic predictions about the BH mass function and explain the long-standing
observational puzzle of the scarcity of intermediate-mass BHs with 100 . MBH/M� . 106.

Next, I will extend my research to understand bright high-redshift systems, the emission mech-
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in accretion flows onto a BH in the log r – ✓ plane. The concentric dashed circles indicate constant
fractions of the Bondi radius: r/RB = 0.01, 0.1 and 1.0. The left panels show the accretion flow
during a transition to the hyper-Eddington regime. Even though the ionization front reaches the
Bondi radius in the polar regions, rapid gas accretion begins to occur through the equatorial plane,
with intense ram pressure. The right panels show the accretion flow after the transition, when the
HII region collapses and the entire flow becomes neutral. The accretion rate dramatically
increases from time-dependent oscillations at hṀi ⇠< ṀEdd to steady hyper-Eddington accretion

at Ṁ ⇠ ṀB(⇠ 500 ṀEdd). The figure is based on the simulation data from Takeo et al. (2018).

when the gas is very cold, it is susceptible to gravitational perturbations which determine

the inflow rate (Hopkins & Quataert 2010). Importantly, the Bondi radius is generally much

larger than the trapping radius, namely RB/Rtr ⇡ 7⇥ 103 (ṁ/103)�1T�1
3 (see Figure 4).

3.1.3. Photoionization and heating. Radiative feedback associated BH accretion can play

a crucial role on the inflow rate from the Bondi radius, where gas is only marginally bound

to the BH. Even if a BH is embedded in a self-gravitating cloud, the ratio of the thermal

energy to the gravitational energy is as high as
⇠

> 5/⇡2
⇡ 0.5 (Larson 1969, Truelove et al.

1997). Therefore, photoionization and heating by the central BH can unbind the gas, and

suppress gas inflow from large scales. Unfortunately, no multi-dimensional simulation can

self-consistently resolve all the relevant scales from the event horizon to the Bondi radius.

To roughly quantify this e↵ect, let us instead approximate the size of the ionization bubble

by the Strömgren radius in a uniform medium,

Rion ⇡

✓
3Qion

4⇡↵Bn2
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/ M1/3
•,2 n�2/3

H,7 f1/3
Edd, (6)

where Qion is the ionizing photon flux, ↵B is the case-B recombination rate, and fEdd ⌘

L/LEdd ⇠ O(1), providing Rion/RB ⇡ f1/3
Edd n�2/3

H,7 (M•/100 M�)
�2/3. Thus, for a 100 M�

stellar-remnant BH, embedded in a gas cloud with nH < 107 cm�3, the ionization front
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Figure 5. Accretion rate history for a higher-mass BH (in the
outer region). The curves show the cases for MBH = 103 (green
long dashed), 3× 103 (blue short dashed), 5× 103 (magenta dot-
ted), 104 (red solid), and 2 × 104 M⊙ (orange dot-dashed). The
radiative efficiency is assumed to be η = 3/(10+3ṁ) (the trapping
model). The density of the ambient gas is n∞ = 105 cm−3. Open
circles mark the six epochs at which we show the radial profiles
in Fig. 6. For lower BH mass (MBH < 104 M⊙), the average ac-
cretion rate is limited to ṁ ! 10, which is similar to that shown
in Fig. 3. For higher BH mass (MBH " 104 M⊙), a big jump
of the accretion rate occurs and the accretion rate approaches a
constant value, where Ṁ ≃ 8000 ṀEdd (ṀB ≃ 7200 ṀEdd).

big jump of the accretion rate (phase 3–5 in Figs. 5 and 6).
Note that the inward acceleration by the positive pressure
gradient force is subdominant compared to that by the BH’s
gravity, in contrast to the burst-like accretion with a low ac-
cretion rate (see §3.1). Fig. 6(b) shows that the size of the
HII region shrinks and it disappears. Finally, the tempera-
ture profile is nearly isothermal with T ≃ 8000 K. The final
profile of the inflow rate is almost constant (Fig. 6c), which is
a steady and approximately isothermal Bondi solution with
ṁ ≃ 8000.

We note the final fates with 103 < MBH < 104 M⊙,
where the accretion rates are almost constant at the end of
the simulations. For these marginal cases between the burst-
like accretion (MBH # 103 M⊙) and the hyper-Eddington
accretion (MBH " 104 M⊙), a dense shell develops just out-
side the HII region but radiative heating still suppresses the
strong inflow. We do not find a transition to a steady hyper-
Eddington phase at least within the simulation time, which
is 10 − 20 times longer than the dynamical time at RB,0.
However, the dense shell might fall into the BH at some
point in a longer-term simulation if the gravity slightly ex-
ceeds the outward force of gas pressure. If in the case of
density inversion flows, there is a non-linear density fluc-
tuation due to the Rayleigh-Taylor instability (see §5.1),
then accretion might increase even for the marginal cases
of 103 < MBH < 104 M⊙.

3.3 Parameter dependence

To discuss the conditions required to realize a steady hyper-
Eddington accretion flow, we conduct four additional simu-
lations for different BH mass (5 × 104 # MBH # 106 M⊙)
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Figure 6. Time evolution of radial profiles of the (a) number
density, (b) temperature and (c) inflow rate (= −4πρvr2) for
MBH = 104 M⊙ and n∞ = 105 cm−3 (in the outer region). The
curves show the profiles at (1) t = 3.5 × 104 yr (red solid), (2)
1.9 × 105 yr (green long-dashed), (3) 2.4 × 105 yr (blue short-
dashed), (4) 2.41 × 105 yr (magenta dotted), (5) 2.42 × 104 yr
(orange dashed-dotted), and (6) 4 × 105 yr (black solid). The
initial Bondi radius is RB,0 = 2 × 1018 cm. Note that in panel
(c) for clarify, we do not show positive values (phase 2; green)
at r $ 1017 cm. In this case where the HII region is confined
within the Bondi radius (RHII

< RB,0), the big jump of the
accretion rate occurs. Finally, the accretion flow becomes a steady
and isothermal Bondi solution with ṁ ≃ 8000.

and number density of the ambient gas (n∞ = 103 and
104 cm−3).

The results for n∞ < 105 cm−3 are similar to the cases
shown in §3.2. For a larger BH mass or higher density, the
accretion rate jumps to the corresponding Bondi rate. On
the other hand, for smaller BH mass or lower density, the
accretion rate is limited to ! (1− 10) LEdd/c
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Figure 5. Accretion rate history for a higher-mass BH (in the
outer region). The curves show the cases for MBH = 103 (green
long dashed), 3× 103 (blue short dashed), 5× 103 (magenta dot-
ted), 104 (red solid), and 2 × 104 M⊙ (orange dot-dashed). The
radiative efficiency is assumed to be η = 3/(10+3ṁ) (the trapping
model). The density of the ambient gas is n∞ = 105 cm−3. Open
circles mark the six epochs at which we show the radial profiles
in Fig. 6. For lower BH mass (MBH < 104 M⊙), the average ac-
cretion rate is limited to ṁ ! 10, which is similar to that shown
in Fig. 3. For higher BH mass (MBH " 104 M⊙), a big jump
of the accretion rate occurs and the accretion rate approaches a
constant value, where Ṁ ≃ 8000 ṀEdd (ṀB ≃ 7200 ṀEdd).

big jump of the accretion rate (phase 3–5 in Figs. 5 and 6).
Note that the inward acceleration by the positive pressure
gradient force is subdominant compared to that by the BH’s
gravity, in contrast to the burst-like accretion with a low ac-
cretion rate (see §3.1). Fig. 6(b) shows that the size of the
HII region shrinks and it disappears. Finally, the tempera-
ture profile is nearly isothermal with T ≃ 8000 K. The final
profile of the inflow rate is almost constant (Fig. 6c), which is
a steady and approximately isothermal Bondi solution with
ṁ ≃ 8000.

We note the final fates with 103 < MBH < 104 M⊙,
where the accretion rates are almost constant at the end of
the simulations. For these marginal cases between the burst-
like accretion (MBH # 103 M⊙) and the hyper-Eddington
accretion (MBH " 104 M⊙), a dense shell develops just out-
side the HII region but radiative heating still suppresses the
strong inflow. We do not find a transition to a steady hyper-
Eddington phase at least within the simulation time, which
is 10 − 20 times longer than the dynamical time at RB,0.
However, the dense shell might fall into the BH at some
point in a longer-term simulation if the gravity slightly ex-
ceeds the outward force of gas pressure. If in the case of
density inversion flows, there is a non-linear density fluc-
tuation due to the Rayleigh-Taylor instability (see §5.1),
then accretion might increase even for the marginal cases
of 103 < MBH < 104 M⊙.

3.3 Parameter dependence

To discuss the conditions required to realize a steady hyper-
Eddington accretion flow, we conduct four additional simu-
lations for different BH mass (5 × 104 # MBH # 106 M⊙)

radius (cm)

1016 1017 1018 1019

104

102

1

a
cc

re
tio

n
 r

a
te

  
M

/M
E

d
d

・
・

105

103

10

d
e

n
si

ty
 (

cm
  
 )

105

106

107

-3 108

109

1010

te
m

p
e

ra
tu

re
  
(K

)

104

105

103

RB,0

1

2

3

4

5
6

1234

5

6

1
2

3

4

5

6

RHII

(a)

(b)

(c)

Figure 6. Time evolution of radial profiles of the (a) number
density, (b) temperature and (c) inflow rate (= −4πρvr2) for
MBH = 104 M⊙ and n∞ = 105 cm−3 (in the outer region). The
curves show the profiles at (1) t = 3.5 × 104 yr (red solid), (2)
1.9 × 105 yr (green long-dashed), (3) 2.4 × 105 yr (blue short-
dashed), (4) 2.41 × 105 yr (magenta dotted), (5) 2.42 × 104 yr
(orange dashed-dotted), and (6) 4 × 105 yr (black solid). The
initial Bondi radius is RB,0 = 2 × 1018 cm. Note that in panel
(c) for clarify, we do not show positive values (phase 2; green)
at r $ 1017 cm. In this case where the HII region is confined
within the Bondi radius (RHII

< RB,0), the big jump of the
accretion rate occurs. Finally, the accretion flow becomes a steady
and isothermal Bondi solution with ṁ ≃ 8000.

and number density of the ambient gas (n∞ = 103 and
104 cm−3).

The results for n∞ < 105 cm−3 are similar to the cases
shown in §3.2. For a larger BH mass or higher density, the
accretion rate jumps to the corresponding Bondi rate. On
the other hand, for smaller BH mass or lower density, the
accretion rate is limited to ! (1− 10) LEdd/c

2. Fig. 7 sum-
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between the two accretion modes: MBH,4n∞,5 = 1/

√
2 ≃ 0.71.

The region above the boundary indicates the conditions required
to realize steady hyper-Eddington accretion.

compare these two quantities for MBH = 3× 103 (blue) and
104 M⊙ (red), shown in §3.2. For the lower BH mass case, the
ionizing front propagates outside the Bondi radius and never
shrinks (RHII > RB; blue curves). The radiation heating and
pressure in this case can affect the gas dynamics at the Bondi
radius. Thus, the accretion is suppressed and ṁ ∼ 10 (blue
curve in Fig. 7). For the higher BH mass, the HII region
is always confined within the Bondi radius (RHII < RB; red
curves) and shrinks dramatically at t " 1.5×105 yr (Fig. 10).
As a result, the accretion from the Bondi radius cannot halt
due to radiation feedback, and the accretion flow becomes
steady with ṁ ≃ 5500 (red curve in Fig. 7).

The size of an HII region in an uniform-density medium
with n∞ is estimated as

RHII =

(
3Qion

4παrec,Bn2∞

)1/3

, (26)

whereQion(∝ L) is the ionizing photon number flux (in units
s−1) and αrec,B is the H radiative recombination coefficient
(case B). For the trapping model (L # LEdd), the maxi-
mum value of Qion is LEdd/(h⟨ν⟩) ∝ MBH, where h⟨ν⟩ is
the average energy of ionizing photons. We obtain

RHII,max = 1.8× 1018 M1/3
BH,4 n−2/3

∞,5 T 0.28
HII,4 cm, (27)

where THII,4 ≡ THII/(10
4 K) is the temperature inside the

HII region and we set h⟨ν⟩ = 13.6 eV. This value is larger
by a factor of ≈ 2 − 3 than the actual value (see Fig. 10)
because Eq. (26) neglects the fact that the density profile
has a steep slope (ρ ∝ r−β ; 0 ! β ! 3/2) within RB. We set
RHII ≈ RHII,max/2. Thus, the condition for the transition to
the hyper-Eddington accretion (RHII ! RB) is written as

MBH,4 n∞,5 " 0.64 T 3/2
∞,4 T 0.42

HII,4 (28)

or

ṁ =
ṀB

ṀEdd

" 2.0× 103 T 0.42
HII,4. (29)
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n∞ = 105 cm−3 and the trapping model of η is adopted. The
Bondi radius is estimated by setting T∞ = 8000 K. For the case
where RHII

! RB (MBH = 104 M⊙), the transition to the hyper-
Eddington accretion phase occurs.

For THII,4 = 4, the critical accretion ratio is ṁ ≃ 3.5× 103,
which agrees well with the numerical simulation (see Fig. 9).

We briefly mention the dependence of our results on the
shape of the radiation spectrum. Here we have assumed a
single power-law (Lν ∝ ν−α; α = 1.5). According to Fig-
ure 9 of Park & Ricotti (2011), which does not include sec-
ondary ionization, for α " 1 the dependence of THII,4 on α
is weak and THII,4 ≈ 4. The overall behavior of the accreting
gas does not change significantly from that by Milosavljević,
Couch & Bromm (2009) with secondary ionization assuming
α = 1.5. Thus, the secondary ionization is negligible at least
for α " 1. For α ! 1, on the other hand, THII,4 " 5 and it
depends on the maximum energy hνmax. In addition, the HII

region temperature would increase by secondary ionization.
As a result, the critical accretion rate could be higher. As we
explain in the next section, however, the radiation spectrum
would be softer and approximated by a thermal spectrum
with Tph ≃ 104 K for cases with ṁ " 3000. In these cases,
the size of the HII region becomes smaller because the value
of Qion is lower by four orders of magnitude than the value
we considered above.

3.5 Inner-region simulations

For the case of the hyper-Eddington accretion flow, we fur-
ther conduct simulations of the inner region, resolving the
trapping radius. Here, we study whether gas and radiation in
the inner region affect or modify the hyper-Eddington solu-
tion of the outer region. As we mentioned in §2.3.2, we have
run several simulations for 0.01 # Lph/LEdd # 1. Since the
choice of Lph is still arbitrary, we attempt to determine the
physically correct value of Lph so that our solution smoothly
connects with a small accretion disk well inside Rtr.

First, we show the results of the inner-region simu-
lation for the hyper-Eddington solution shown in Fig. 8
(MBH = 104 M⊙ and n∞ = 105 cm−3). We here set
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Figure 1. Density slices through the centre of the central object in each halo. The ‘up’ vector is chosen to be the angular momentum vector and so we are
looking down on to the central object. Each image is scaled in density and length in the same way. The colour scale for the density runs from 10−19 to
10−15 g cm−3. It is clearly visible that in each case a disc is formed, with well-defined spiral arms. The size of the plotted region in each panel is 1 pc.

maximum refinement level, following the growth of haloes to much
higher masses is currently extremely challenging. We will return to
this issue in Section 4 where we conduct further simulations with
different maximum resolutions.

3.4 Profiling the central object

As cooling is facilitated only via atomic hydrogen cooling in the
simulations performed here, the gas cannot cool below approxi-
mately 7000 K. In Fig. 2 (left-hand panel) we show the temperature
of the gas over several decades in radius. We plot the temperature
out to approximately the virial radius which is well outside the
realm of the collapse. The temperature of the gas is found by av-
eraging the temperature of cells in spherical shells outwards from

the densest point in the halo. As expected, the temperature remains
approximately constant as the density grows towards the centre of
the halo. Initially the gas is shock-heated to T ∼ 104 K, close to the
virial radius, from where it cools via atomic hydrogen transitions to
T ∼ 7000 K.

Fig. 2 (right-hand panel) shows the gas density profile of the halo
over the same range. The density profile is initially quite flat at, or
outside, the virial radius, but quickly steepens to attain a slope of
n ∝ r−2 as expected for an isothermal collapse. The profile is not
completely smooth due to the presence of small dense clumps within
the halo (as shown in Fig. 1). All simulations show similar profiles
with the maximum number density obtained in each simulation
found to be ≈1 × 1011 cm−3. The result here are in very good
agreement with those of our own previous simulations as well as

Figure 2. Left-hand panel: the temperature profile for the gas within the halo. As expected for a collapse mediated by atomic hydrogen cooling the temperature
remains constant at approximately T ∼ 6000–8000 K during the collapse. Right-hand panel: the density profile for each halo. Number densities reach values
of up to n ∼ 1 × 1011 cm−3 with a mean slope of ρ ∝ r−2.02 (i.e. an isothermal profile).
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Fig.1: Gas density distribution in the outer
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tion from large scales through the equatorial
region is not suppressed.
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Fig.2: The Bondi accretion rates (ṀB) vs.
the bolometric luminosity (Lbol) of SMBHs
in the local universe. Our simulation result
(red) can explain the observed values (blue)
[4]. Convective motions in the inflow sup-
press the BH accretion rate (ṀB ⌧ Ṁacc).

dimensional simulations but only at small scales (r . 100RSch), and is likely to be associated with
outflows. I will apply the above numerical technique to construct global solutions of RIAFs, and
study the impact of feedback on the gas supply and star formation on galactic scales. So far, we
have studied the global solutions at very low accretion rates of Ṁacc < 10�4 ṀEdd, and found that
the properties are different from those expected in previous simulations focusing on small scales.
The inflow gas is convectively unstable in a disk, where turbulent motions strongly suppress the
BH feeding. With the global RIAF solutions, we estimate the radiation luminosity as a function
of the accretion rate from the Bondi radius (red curve in Fig. 2). The estimated luminosities are
much lower than those in previous studies (black dotted). This result can successfully explain
the observed relation between the inflow rates and the luminosities of SMBHs in the local
universe (blue symbols) [22]. I will extend these solutions to higher-rate cases and discuss the
transition of a nuclear accretion disk to RIAFs, which would occur around the largest SMBHs
with ⇠ 1010 M� and prevent further growth [5]. This will enable us to study suppression of BH
feeding and better understand the origin of the maximum BH mass.

Cosmological evolution of SMBHs and their observational signatures
I will apply the global solutions in a cosmological context. In the assembly of protogalaxies,
massive seed BHs would be likely to form in dense shock regions due to colliding inflows [9,10].
Since the gas density is high enough to produce high accretion rates, the BH can rapidly grow
to ⇠ 106 M� in the early stage [1,2]. However, as the BH mass increases, the gas supply from
outside the Bondi radius is depleted and thus the feeding of the BH is stalled. Then, feedback due to
radiation and outflows could suppress the accretion rate below ⇠ ṀEdd. The two global solutions
of hyper-Eddington accretion flows and RIAFs will allow us to model BH growth and feedback.
Adopting my results as a sub-grid prescription for cosmological simulations of galaxy formation,
where accretion flows near the BH are not resolved, I will study in realistic situations both the
mechanisms of rapid accretion and its suppression in the cosmological framework. This will allow
us to make realistic predictions about the BH mass function and explain the long-standing
observational puzzle of the scarcity of intermediate-mass BHs with 100 . MBH/M� . 106.

Next, I will extend my research to understand bright high-redshift systems, the emission mech-
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Figure 1. Density slices through the centre of the central object in each halo. The ‘up’ vector is chosen to be the angular momentum vector and so we are
looking down on to the central object. Each image is scaled in density and length in the same way. The colour scale for the density runs from 10−19 to
10−15 g cm−3. It is clearly visible that in each case a disc is formed, with well-defined spiral arms. The size of the plotted region in each panel is 1 pc.

maximum refinement level, following the growth of haloes to much
higher masses is currently extremely challenging. We will return to
this issue in Section 4 where we conduct further simulations with
different maximum resolutions.

3.4 Profiling the central object

As cooling is facilitated only via atomic hydrogen cooling in the
simulations performed here, the gas cannot cool below approxi-
mately 7000 K. In Fig. 2 (left-hand panel) we show the temperature
of the gas over several decades in radius. We plot the temperature
out to approximately the virial radius which is well outside the
realm of the collapse. The temperature of the gas is found by av-
eraging the temperature of cells in spherical shells outwards from

the densest point in the halo. As expected, the temperature remains
approximately constant as the density grows towards the centre of
the halo. Initially the gas is shock-heated to T ∼ 104 K, close to the
virial radius, from where it cools via atomic hydrogen transitions to
T ∼ 7000 K.

Fig. 2 (right-hand panel) shows the gas density profile of the halo
over the same range. The density profile is initially quite flat at, or
outside, the virial radius, but quickly steepens to attain a slope of
n ∝ r−2 as expected for an isothermal collapse. The profile is not
completely smooth due to the presence of small dense clumps within
the halo (as shown in Fig. 1). All simulations show similar profiles
with the maximum number density obtained in each simulation
found to be ≈1 × 1011 cm−3. The result here are in very good
agreement with those of our own previous simulations as well as

Figure 2. Left-hand panel: the temperature profile for the gas within the halo. As expected for a collapse mediated by atomic hydrogen cooling the temperature
remains constant at approximately T ∼ 6000–8000 K during the collapse. Right-hand panel: the density profile for each halo. Number densities reach values
of up to n ∼ 1 × 1011 cm−3 with a mean slope of ρ ∝ r−2.02 (i.e. an isothermal profile).
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Fig.2: The Bondi accretion rates (ṀB) vs.
the bolometric luminosity (Lbol) of SMBHs
in the local universe. Our simulation result
(red) can explain the observed values (blue)
[4]. Convective motions in the inflow sup-
press the BH accretion rate (ṀB ⌧ Ṁacc).

dimensional simulations but only at small scales (r . 100RSch), and is likely to be associated with
outflows. I will apply the above numerical technique to construct global solutions of RIAFs, and
study the impact of feedback on the gas supply and star formation on galactic scales. So far, we
have studied the global solutions at very low accretion rates of Ṁacc < 10�4 ṀEdd, and found that
the properties are different from those expected in previous simulations focusing on small scales.
The inflow gas is convectively unstable in a disk, where turbulent motions strongly suppress the
BH feeding. With the global RIAF solutions, we estimate the radiation luminosity as a function
of the accretion rate from the Bondi radius (red curve in Fig. 2). The estimated luminosities are
much lower than those in previous studies (black dotted). This result can successfully explain
the observed relation between the inflow rates and the luminosities of SMBHs in the local
universe (blue symbols) [22]. I will extend these solutions to higher-rate cases and discuss the
transition of a nuclear accretion disk to RIAFs, which would occur around the largest SMBHs
with ⇠ 1010 M� and prevent further growth [5]. This will enable us to study suppression of BH
feeding and better understand the origin of the maximum BH mass.

Cosmological evolution of SMBHs and their observational signatures
I will apply the global solutions in a cosmological context. In the assembly of protogalaxies,
massive seed BHs would be likely to form in dense shock regions due to colliding inflows [9,10].
Since the gas density is high enough to produce high accretion rates, the BH can rapidly grow
to ⇠ 106 M� in the early stage [1,2]. However, as the BH mass increases, the gas supply from
outside the Bondi radius is depleted and thus the feeding of the BH is stalled. Then, feedback due to
radiation and outflows could suppress the accretion rate below ⇠ ṀEdd. The two global solutions
of hyper-Eddington accretion flows and RIAFs will allow us to model BH growth and feedback.
Adopting my results as a sub-grid prescription for cosmological simulations of galaxy formation,
where accretion flows near the BH are not resolved, I will study in realistic situations both the
mechanisms of rapid accretion and its suppression in the cosmological framework. This will allow
us to make realistic predictions about the BH mass function and explain the long-standing
observational puzzle of the scarcity of intermediate-mass BHs with 100 . MBH/M� . 106.

Next, I will extend my research to understand bright high-redshift systems, the emission mech-
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Figure 4. Radial column density of hydrogen, NH =
∫ r

0 nH dℓ, (upper
panel) along with the local contribution estimated by dNH/dlog r = nHr
(lower panel). For convenience, we also provide the corresponding Ly α

optical depth at line centre τ 0 ≈ NHσ 0 (isothermal gas), where the Ly α

cross-section at line centre is σ0 = 5.9 × 10−14 cm2 T
−1/2

4 . In such opti-
cally thick environments, Ly α photons emitted in the sub-parsec vicinity of
the DCBH would be severely trapped and presumably destroyed by colli-
sional de-excitation. However, this is mitigated by fewer scattering events
once the gas becomes ionized.

To analyse the expansion of the ionization front we consider
an equilibrium model in which recombinations balance ionizations
within a Strömgren sphere. The number of ionizing photons per unit
time emitted from the source needed to produce an ionized region
of radius rIF based on the density in the simulation is

Ṅion ≈ 4π

∫ rIF

0
αBn2

Hr2dr , (3)

where αB = 2.59 × 10−13 T −0.7
4 cm3 s−1 is the effective Case B re-

combination coefficient (Osterbrock & Ferland 2006). This analysis
is valid until dynamical processes kick in (e.g. accretion and radia-
tive feedback), because the recombination time, trec ∼ 1/nHαB !
1 yr, is much shorter than the sound crossing time, ts ≡ r/cs ≈
105 yr (r/1 pc). The main goal of this paper is to determine the im-
pact of Ly α radiation pressure in the vicinity of a DCBH. However,
the development of the H II region will significantly modify the Ly α

radiative transfer. Therefore, we consider how the full 3D ionization
structure evolves in time. Even though the density profile is roughly
spherically symmetric, the column density can differ by an order
of magnitude between sightlines (compare Figs 1, 2 and 4). Fig. 5
demonstrates this effect by exhibiting the extent of the ionization
front as a function of source ionization rate based on equation (3).
The rate threshold to blow pockets out of the core is one to two
orders of magnitude lower in the polar directions. Ultimately, the
threshold is overcome for a significant solid angle as the accretion
and intensifying source lead to an evolving system, as indicated by
the arrows in Fig. 5. The rate of ionizing photons is proportional
to the black hole mass, although the details depend on the specific
SED. To simplify the calculation, we assume a blackbody source
emitting at the Eddington luminosity, LEdd = 4πGM•mHc/σT, with

Figure 5. Estimated ionization front rIF as a function of the strength of the
ionizing source Ṅion, which is proportional to the black hole mass M• at
roughly ∼1048 s−1 M−1

⊙ . The calculation is based on a Strömgren analysis
in which we integrate along rays in the simulation – see equation (3) and
the subsequent discussion. The threshold for breakout is one to two orders
of magnitude lower in the polar directions. The arrows indicate the effect of
accretion on the evolution of the H II region.

an effective temperature of Teff = 105 K. Thus,

Ṅion = πLEdd

σSBT 4
eff

∫ ∞

νmin

Bν

hν
dν

≈ 2.37 × 1054 s−1
(

M•

106 M⊙

)
, (4)

where σ SB is the Stefan–Boltzmann constant, Bν the Planck function
and hνmin = 13.6 eV. However, a harder (softer) SED or more (less)
efficient source produces more (fewer) ionizing photons per unit
time, implying an uncertainty in the constant of proportionality of
at least a factor of a few (Bolton et al. 2010; Yue et al. 2013).

Finally, we briefly explain why the halo is ionized so quickly
once the ionization rate threshold is reached. We first approximate
equation (3) by Ṅion ∝ n2

H,rmsr
3
IF, where the rms number density

within the ionized region is nH,rms ≡ (3 r−3
IF

∫ rIF
0 n2

Hr2 dr)1/2. In our
case, the power law in the core is observed to be nH ∝ r−0.4, which is
preserved when calculating the rms density. This explains the origin
of the scaling in the central region of Fig. 5, where we find Ṅion ∝
(r−0.4

IF )2r3
IF = r2.2

IF , or an inverted relation of rIF ∝ Ṅ0.45
ion . Outside

the core the profile falls off rapidly and the rms density integral is
dominated by the contribution from the core, i.e.

∫ rIF
0 n2

Hr2 dr →
constant. Therefore, the rms scaling becomes nH,rms ∝ r−3/2 and the
required rate of ionizing photons saturates outside the core because
Ṅion ∝ n2

H,rmsr
3
IF ≃ const.

4 LY α TRAPPI NG

4.1 Sub-parsec optical depth

During DCBH assembly the optical depth for Ly α photons at line
centre can be significantly higher than what is typically described
as extremely optically thick, conventionally defined by the condi-
tion aτ 0 " 1000 or equivalently τ0 " 2 × 106 T

1/2
4 (Adams 1972).

Here, the damping parameter a ≡ &νL/2&νD, is half the ratio of
the natural line width to the thermally broadened Doppler width. To
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Figure 1. Density slices through the centre of the central object in each halo. The ‘up’ vector is chosen to be the angular momentum vector and so we are
looking down on to the central object. Each image is scaled in density and length in the same way. The colour scale for the density runs from 10−19 to
10−15 g cm−3. It is clearly visible that in each case a disc is formed, with well-defined spiral arms. The size of the plotted region in each panel is 1 pc.

maximum refinement level, following the growth of haloes to much
higher masses is currently extremely challenging. We will return to
this issue in Section 4 where we conduct further simulations with
different maximum resolutions.

3.4 Profiling the central object

As cooling is facilitated only via atomic hydrogen cooling in the
simulations performed here, the gas cannot cool below approxi-
mately 7000 K. In Fig. 2 (left-hand panel) we show the temperature
of the gas over several decades in radius. We plot the temperature
out to approximately the virial radius which is well outside the
realm of the collapse. The temperature of the gas is found by av-
eraging the temperature of cells in spherical shells outwards from

the densest point in the halo. As expected, the temperature remains
approximately constant as the density grows towards the centre of
the halo. Initially the gas is shock-heated to T ∼ 104 K, close to the
virial radius, from where it cools via atomic hydrogen transitions to
T ∼ 7000 K.

Fig. 2 (right-hand panel) shows the gas density profile of the halo
over the same range. The density profile is initially quite flat at, or
outside, the virial radius, but quickly steepens to attain a slope of
n ∝ r−2 as expected for an isothermal collapse. The profile is not
completely smooth due to the presence of small dense clumps within
the halo (as shown in Fig. 1). All simulations show similar profiles
with the maximum number density obtained in each simulation
found to be ≈1 × 1011 cm−3. The result here are in very good
agreement with those of our own previous simulations as well as

Figure 2. Left-hand panel: the temperature profile for the gas within the halo. As expected for a collapse mediated by atomic hydrogen cooling the temperature
remains constant at approximately T ∼ 6000–8000 K during the collapse. Right-hand panel: the density profile for each halo. Number densities reach values
of up to n ∼ 1 × 1011 cm−3 with a mean slope of ρ ∝ r−2.02 (i.e. an isothermal profile).
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Fig.1: Gas density distribution in the outer
region simulation for hyper-Eddington accre-
tion [3]. While intense radiation collimated to-
wards the poles produces a cavity, rapid accre-
tion from large scales through the equatorial
region is not suppressed.
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Fig.2: The Bondi accretion rates (ṀB) vs.
the bolometric luminosity (Lbol) of SMBHs
in the local universe. Our simulation result
(red) can explain the observed values (blue)
[4]. Convective motions in the inflow sup-
press the BH accretion rate (ṀB ⌧ Ṁacc).

dimensional simulations but only at small scales (r . 100RSch), and is likely to be associated with
outflows. I will apply the above numerical technique to construct global solutions of RIAFs, and
study the impact of feedback on the gas supply and star formation on galactic scales. So far, we
have studied the global solutions at very low accretion rates of Ṁacc < 10�4 ṀEdd, and found that
the properties are different from those expected in previous simulations focusing on small scales.
The inflow gas is convectively unstable in a disk, where turbulent motions strongly suppress the
BH feeding. With the global RIAF solutions, we estimate the radiation luminosity as a function
of the accretion rate from the Bondi radius (red curve in Fig. 2). The estimated luminosities are
much lower than those in previous studies (black dotted). This result can successfully explain
the observed relation between the inflow rates and the luminosities of SMBHs in the local
universe (blue symbols) [22]. I will extend these solutions to higher-rate cases and discuss the
transition of a nuclear accretion disk to RIAFs, which would occur around the largest SMBHs
with ⇠ 1010 M� and prevent further growth [5]. This will enable us to study suppression of BH
feeding and better understand the origin of the maximum BH mass.

Cosmological evolution of SMBHs and their observational signatures
I will apply the global solutions in a cosmological context. In the assembly of protogalaxies,
massive seed BHs would be likely to form in dense shock regions due to colliding inflows [9,10].
Since the gas density is high enough to produce high accretion rates, the BH can rapidly grow
to ⇠ 106 M� in the early stage [1,2]. However, as the BH mass increases, the gas supply from
outside the Bondi radius is depleted and thus the feeding of the BH is stalled. Then, feedback due to
radiation and outflows could suppress the accretion rate below ⇠ ṀEdd. The two global solutions
of hyper-Eddington accretion flows and RIAFs will allow us to model BH growth and feedback.
Adopting my results as a sub-grid prescription for cosmological simulations of galaxy formation,
where accretion flows near the BH are not resolved, I will study in realistic situations both the
mechanisms of rapid accretion and its suppression in the cosmological framework. This will allow
us to make realistic predictions about the BH mass function and explain the long-standing
observational puzzle of the scarcity of intermediate-mass BHs with 100 . MBH/M� . 106.

Next, I will extend my research to understand bright high-redshift systems, the emission mech-
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Figure 4. Radial column density of hydrogen, NH =
∫ r

0 nH dℓ, (upper
panel) along with the local contribution estimated by dNH/dlog r = nHr
(lower panel). For convenience, we also provide the corresponding Ly α

optical depth at line centre τ 0 ≈ NHσ 0 (isothermal gas), where the Ly α

cross-section at line centre is σ0 = 5.9 × 10−14 cm2 T
−1/2

4 . In such opti-
cally thick environments, Ly α photons emitted in the sub-parsec vicinity of
the DCBH would be severely trapped and presumably destroyed by colli-
sional de-excitation. However, this is mitigated by fewer scattering events
once the gas becomes ionized.

To analyse the expansion of the ionization front we consider
an equilibrium model in which recombinations balance ionizations
within a Strömgren sphere. The number of ionizing photons per unit
time emitted from the source needed to produce an ionized region
of radius rIF based on the density in the simulation is

Ṅion ≈ 4π

∫ rIF

0
αBn2

Hr2dr , (3)

where αB = 2.59 × 10−13 T −0.7
4 cm3 s−1 is the effective Case B re-

combination coefficient (Osterbrock & Ferland 2006). This analysis
is valid until dynamical processes kick in (e.g. accretion and radia-
tive feedback), because the recombination time, trec ∼ 1/nHαB !
1 yr, is much shorter than the sound crossing time, ts ≡ r/cs ≈
105 yr (r/1 pc). The main goal of this paper is to determine the im-
pact of Ly α radiation pressure in the vicinity of a DCBH. However,
the development of the H II region will significantly modify the Ly α

radiative transfer. Therefore, we consider how the full 3D ionization
structure evolves in time. Even though the density profile is roughly
spherically symmetric, the column density can differ by an order
of magnitude between sightlines (compare Figs 1, 2 and 4). Fig. 5
demonstrates this effect by exhibiting the extent of the ionization
front as a function of source ionization rate based on equation (3).
The rate threshold to blow pockets out of the core is one to two
orders of magnitude lower in the polar directions. Ultimately, the
threshold is overcome for a significant solid angle as the accretion
and intensifying source lead to an evolving system, as indicated by
the arrows in Fig. 5. The rate of ionizing photons is proportional
to the black hole mass, although the details depend on the specific
SED. To simplify the calculation, we assume a blackbody source
emitting at the Eddington luminosity, LEdd = 4πGM•mHc/σT, with

Figure 5. Estimated ionization front rIF as a function of the strength of the
ionizing source Ṅion, which is proportional to the black hole mass M• at
roughly ∼1048 s−1 M−1

⊙ . The calculation is based on a Strömgren analysis
in which we integrate along rays in the simulation – see equation (3) and
the subsequent discussion. The threshold for breakout is one to two orders
of magnitude lower in the polar directions. The arrows indicate the effect of
accretion on the evolution of the H II region.

an effective temperature of Teff = 105 K. Thus,

Ṅion = πLEdd

σSBT 4
eff

∫ ∞

νmin

Bν

hν
dν

≈ 2.37 × 1054 s−1
(

M•

106 M⊙

)
, (4)

where σ SB is the Stefan–Boltzmann constant, Bν the Planck function
and hνmin = 13.6 eV. However, a harder (softer) SED or more (less)
efficient source produces more (fewer) ionizing photons per unit
time, implying an uncertainty in the constant of proportionality of
at least a factor of a few (Bolton et al. 2010; Yue et al. 2013).

Finally, we briefly explain why the halo is ionized so quickly
once the ionization rate threshold is reached. We first approximate
equation (3) by Ṅion ∝ n2

H,rmsr
3
IF, where the rms number density

within the ionized region is nH,rms ≡ (3 r−3
IF

∫ rIF
0 n2

Hr2 dr)1/2. In our
case, the power law in the core is observed to be nH ∝ r−0.4, which is
preserved when calculating the rms density. This explains the origin
of the scaling in the central region of Fig. 5, where we find Ṅion ∝
(r−0.4

IF )2r3
IF = r2.2

IF , or an inverted relation of rIF ∝ Ṅ0.45
ion . Outside

the core the profile falls off rapidly and the rms density integral is
dominated by the contribution from the core, i.e.

∫ rIF
0 n2

Hr2 dr →
constant. Therefore, the rms scaling becomes nH,rms ∝ r−3/2 and the
required rate of ionizing photons saturates outside the core because
Ṅion ∝ n2

H,rmsr
3
IF ≃ const.

4 LY α TRAPPI NG

4.1 Sub-parsec optical depth

During DCBH assembly the optical depth for Ly α photons at line
centre can be significantly higher than what is typically described
as extremely optically thick, conventionally defined by the condi-
tion aτ 0 " 1000 or equivalently τ0 " 2 × 106 T

1/2
4 (Adams 1972).

Here, the damping parameter a ≡ &νL/2&νD, is half the ratio of
the natural line width to the thermally broadened Doppler width. To
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Implications to observations

Figure 8. Left: black hole mass vs. total host galaxy stellar mass. All stellar masses are estimated using color-dependent mass-to-light ratios presented in
Zibetti et al. (2009; see Sections 2.4 and 3). Our sample of 244 broad-line AGNs for which we estimate virial BH masses from Equation (1) are shown as red points.
The 10 broad-line AGNs and composite dwarf galaxies from Reines et al. (2013) are shown as pink points (including NGC 4395; Filippenko & Sargent 1989). The
dwarf galaxy RGG 118 (Reines et al. 2013) hosting a ∼50,000Me BH (Baldassare et al. 2015) is the dark green point, and Pox 52 (Barth et al. 2004; Thornton
et al. 2008) is the light green point (see Section 3.1). Fifteen reverberation-mapped AGNs with BH masses taken from Bentz & Katz (2015) are shown as purple
points (see Section 3.2). Dynamical BH mass measurements are taken from Kormendy & Ho (2013) and shown as blue (elliptical galaxies), turquoise (S/S0 galaxies
with classical bulges), and orange (S/S0 galaxies with pseudobulges) points. The gray error bar indicates uncertainties in stellar masses for all points, and single-
epoch spectroscopic BH masses. The gray lines show various MBH vs. Mbulge relations based on ellipticals and spiral bulges with dynamical BH mass measurements.
The Kormendy & Ho (2013) “scaled” relation has bulge masses scaled down by 0.33 dex to account for differences in our assumed mass-to-light ratios (see
Section 3.3).

Figure 9. Left: black hole mass vs. total host galaxy stellar mass for local AGNs with the kernel density estimate (see the text) shown in grayscale. Contour
levels are at (1/2)n times the peak value, where n = 1–5. Right: conditional PDF p M Mlog logBH stellar( ∣ ) computed by normalizing the kernel density
estimate at each log Mstellar. The middle line indicates the median of the PDF as a function of log Mstellar, and the outer white lines show the standard
deviation.
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source size, i.e., = oD 4.5 1.5 kpc. The host galaxy dynami-
cal mass is then = ´:M M 1.16 10dyn

5( ) =v Dcir
2

o ´ :D i M2.6 4.5 kpc 1.6 10 sin10 2[ ( ) ] ( ) . The error includes
the uncertainties from both the line width and the assumed
disk size.

We plotMBH versusMdyn for J0100+2802 and other z>5.7
quasars in Figure 4 (Wang et al. 2013; Willott et al. 2013,
2015; Bañados et al. 2015; Venemans et al. 2016), comparing
to the SMBH-to-bulge mass relation of local galaxies
from Kormendy & Ho (2013), i.e., =:M M10BH

9( )
:M M0.49 10bulge

11 1.16( ) . For J0100+2802 as well as other
z>5.7 quasars that have SMBH mass measurements based on
the quasar Mg II line emission (De Rosa et al. 2011, 2014;
Willott et al. 2013, 2015), we follow Willott et al. (2015) and
add a 0.3 dex uncertainty to the error bar of the SMBH mass to
account for the scatter of the calibration (Shen et al. 2008). For
the sample from Wang et al. (2013), which does not have
SMBH mass measurements, we adopt the relationship between
the 1450 Å luminosity and the quasar bolometric luminosity
from Venemans et al. (2016), and calculate the Eddington
luminosities and SMBH masses assuming a typical Eddington
ratio and a scatter of = - oL Llog 0.3 0.3bol Edd( ) from De
Rosa et al. (2011). TheMdyn for most of the z>5.7 quasars are
estimated based on [C II] observations (Wang et al. 2013;
Willott et al. 2013, 2015; Bañados et al. 2015; Venemans
et al. 2016). The only exception is the z=6.42 quasar SDSS
J114816.64+525150.3, in which the [C II]-emitting gas at
>1.5 kpc scale is turbulent (Cicone et al. 2015) and the CO size
is used (Riechers et al. 2009; Stefan et al. 2015)in the Mdyn
calculation. According to Figure 4, for any inclination angle of

. ni 10 , J0100+2802 is above the local M MBH bulge– relation
and the±0.3 dex area of the intrinsic scatter (i.e., the gray area
in Figure 3). As was discussed in Willott et al. (2015), most of
the z∼6 quasars with SMBH masses on the order of :M108

are close to the trend of local galaxies, while the more luminous
and massive objects tend to be above this trend (see also
Venemans et al. 2016). This suggests that the SMBH grows
faster than the quasar host galaxies in these most massive
systems at the earliest epoch, unless all these > :M M10BH

9

quasars are close to face-on. However, as there is no resolved
image for J0100+2802 yet, we do not rule out the possibilities
that the gas is unvirialized and the [C II] line width cannot
probe the disk circular velocity.

5. SUMMARY

We detected [C II], CO, and (sub)mm and radio continuum
emission in the host galaxy of the quasar J0100+2802, which
hosts the most massive SMBH known at .z 6. The detections
probe the properties of the young quasar host at an early
evolutionary stage: the (sub)mm continuum indicates moderate
FIR emission and constrains the SFR to be- -

:M850 yr 1. The
CO and [C II] lines estimate the gas mass and gas-to-dust mass
ratio that are within the range of other millimeter-detected
quasars at z∼6. The [C II]-to-FIR luminosity ratio J0100
+2802 is higher than that of the most FIR luminous quasars at
z>5.7, i.e., following the trend of increasing L LC FIRII[ ] with
decreasing LFIR found for high-z quasars and star-forming
systems. The quasar Mg II line emission detected in previous
near-infrared spectroscopic observations (Wu et al. 2015) is
blueshifted by about 1000 -km s 1 compared to the host galaxy
redshift measured by the [C II] and CO lines. The host
dynamical mass estimated with the [C II] line width suggests
that the SMBH is likely to be overmassive, compared to the
local relation, though further constraints on the gas kinematics
and disk inclination angle are still required.

The data presented in this paper are based on observations
under project number S14CY with the IRAM Plateau de Bure
Interferometer, projects 14B151 and 15A494 with the VLA,
and project M15BI055 with JCMT/SCUBA-2. IRAM is
supported by INSU/CNRS (France), MPG (Germany), and
IGN (Spain). The National Radio Astronomy Observatory is a
facility of the National Science Foundation operated under a
cooperative agreement by Associated Universities, Inc. The
James Clerk Maxwell Telescope is operated by the East Asian
Observatory on behalf of The National Astronomical Observa-
tory of Japan, Academia Sinica Institute of Astronomy and
Astrophysics, the Korea Astronomy and Space Science
Institute, the National Astronomical Observatories of China,
and the Chinese Academy of Sciences (grant No.
XDB09000000), with additional funding support from the
Science and Technology Facilities Council of the United
Kingdom and participating universities in the United Kingdom
and Canada. We are thankful for support from the National
Science Foundation of China (NSFC) grants No.11373008 and
11533001, the Strategic Priority Research Program “The
Emergence of Cosmological Structures” of the Chinese
Academy of Sciences, grant No. XDB09000000, the National
Key Basic Research Program of China 2014CB845700, and the
Ministry of Science and Technology of China under grant
2016YFA0400703. R. W. acknowledges support from the
Thousand Youth Talents Program of China, the NSFC grants

Figure 4. MBH vs. Mdyn of the [C II]-detected z>5.7 quasars. The Mdyn for
z>5.7 quasars are estimated based on [C II] observations, except for one
object, SDSS J114816.64+525150.3 at z=6.42, in which the [C II]-emitting
gas at >1.5 kpc scale is turbulent and the CO size is adopted (Riechers et al.
2009; Wang et al. 2013; Willott et al. 2013, 2015; Cicone et al. 2015;
Venemans et al. 2016). The red star shows J0100+2802 in this work. For
objects that do not have an inclination angle estimated with the resolved [C II]
image, we show Mdyn calculated with different inclination angles (dashed
lines). The solid line and the gray region show the local relationship with ±0.3
dex intrinsic scatter. The gray circles are the sample of local galaxies
(Kormendy & Ho 2013).
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Implications to observations

Figure 8. Left: black hole mass vs. total host galaxy stellar mass. All stellar masses are estimated using color-dependent mass-to-light ratios presented in
Zibetti et al. (2009; see Sections 2.4 and 3). Our sample of 244 broad-line AGNs for which we estimate virial BH masses from Equation (1) are shown as red points.
The 10 broad-line AGNs and composite dwarf galaxies from Reines et al. (2013) are shown as pink points (including NGC 4395; Filippenko & Sargent 1989). The
dwarf galaxy RGG 118 (Reines et al. 2013) hosting a ∼50,000Me BH (Baldassare et al. 2015) is the dark green point, and Pox 52 (Barth et al. 2004; Thornton
et al. 2008) is the light green point (see Section 3.1). Fifteen reverberation-mapped AGNs with BH masses taken from Bentz & Katz (2015) are shown as purple
points (see Section 3.2). Dynamical BH mass measurements are taken from Kormendy & Ho (2013) and shown as blue (elliptical galaxies), turquoise (S/S0 galaxies
with classical bulges), and orange (S/S0 galaxies with pseudobulges) points. The gray error bar indicates uncertainties in stellar masses for all points, and single-
epoch spectroscopic BH masses. The gray lines show various MBH vs. Mbulge relations based on ellipticals and spiral bulges with dynamical BH mass measurements.
The Kormendy & Ho (2013) “scaled” relation has bulge masses scaled down by 0.33 dex to account for differences in our assumed mass-to-light ratios (see
Section 3.3).

Figure 9. Left: black hole mass vs. total host galaxy stellar mass for local AGNs with the kernel density estimate (see the text) shown in grayscale. Contour
levels are at (1/2)n times the peak value, where n = 1–5. Right: conditional PDF p M Mlog logBH stellar( ∣ ) computed by normalizing the kernel density
estimate at each log Mstellar. The middle line indicates the median of the PDF as a function of log Mstellar, and the outer white lines show the standard
deviation.
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source size, i.e., = oD 4.5 1.5 kpc. The host galaxy dynami-
cal mass is then = ´:M M 1.16 10dyn

5( ) =v Dcir
2

o ´ :D i M2.6 4.5 kpc 1.6 10 sin10 2[ ( ) ] ( ) . The error includes
the uncertainties from both the line width and the assumed
disk size.

We plotMBH versusMdyn for J0100+2802 and other z>5.7
quasars in Figure 4 (Wang et al. 2013; Willott et al. 2013,
2015; Bañados et al. 2015; Venemans et al. 2016), comparing
to the SMBH-to-bulge mass relation of local galaxies
from Kormendy & Ho (2013), i.e., =:M M10BH
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11 1.16( ) . For J0100+2802 as well as other
z>5.7 quasars that have SMBH mass measurements based on
the quasar Mg II line emission (De Rosa et al. 2011, 2014;
Willott et al. 2013, 2015), we follow Willott et al. (2015) and
add a 0.3 dex uncertainty to the error bar of the SMBH mass to
account for the scatter of the calibration (Shen et al. 2008). For
the sample from Wang et al. (2013), which does not have
SMBH mass measurements, we adopt the relationship between
the 1450 Å luminosity and the quasar bolometric luminosity
from Venemans et al. (2016), and calculate the Eddington
luminosities and SMBH masses assuming a typical Eddington
ratio and a scatter of = - oL Llog 0.3 0.3bol Edd( ) from De
Rosa et al. (2011). TheMdyn for most of the z>5.7 quasars are
estimated based on [C II] observations (Wang et al. 2013;
Willott et al. 2013, 2015; Bañados et al. 2015; Venemans
et al. 2016). The only exception is the z=6.42 quasar SDSS
J114816.64+525150.3, in which the [C II]-emitting gas at
>1.5 kpc scale is turbulent (Cicone et al. 2015) and the CO size
is used (Riechers et al. 2009; Stefan et al. 2015)in the Mdyn
calculation. According to Figure 4, for any inclination angle of

. ni 10 , J0100+2802 is above the local M MBH bulge– relation
and the±0.3 dex area of the intrinsic scatter (i.e., the gray area
in Figure 3). As was discussed in Willott et al. (2015), most of
the z∼6 quasars with SMBH masses on the order of :M108

are close to the trend of local galaxies, while the more luminous
and massive objects tend to be above this trend (see also
Venemans et al. 2016). This suggests that the SMBH grows
faster than the quasar host galaxies in these most massive
systems at the earliest epoch, unless all these > :M M10BH
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quasars are close to face-on. However, as there is no resolved
image for J0100+2802 yet, we do not rule out the possibilities
that the gas is unvirialized and the [C II] line width cannot
probe the disk circular velocity.

5. SUMMARY

We detected [C II], CO, and (sub)mm and radio continuum
emission in the host galaxy of the quasar J0100+2802, which
hosts the most massive SMBH known at .z 6. The detections
probe the properties of the young quasar host at an early
evolutionary stage: the (sub)mm continuum indicates moderate
FIR emission and constrains the SFR to be- -

:M850 yr 1. The
CO and [C II] lines estimate the gas mass and gas-to-dust mass
ratio that are within the range of other millimeter-detected
quasars at z∼6. The [C II]-to-FIR luminosity ratio J0100
+2802 is higher than that of the most FIR luminous quasars at
z>5.7, i.e., following the trend of increasing L LC FIRII[ ] with
decreasing LFIR found for high-z quasars and star-forming
systems. The quasar Mg II line emission detected in previous
near-infrared spectroscopic observations (Wu et al. 2015) is
blueshifted by about 1000 -km s 1 compared to the host galaxy
redshift measured by the [C II] and CO lines. The host
dynamical mass estimated with the [C II] line width suggests
that the SMBH is likely to be overmassive, compared to the
local relation, though further constraints on the gas kinematics
and disk inclination angle are still required.

The data presented in this paper are based on observations
under project number S14CY with the IRAM Plateau de Bure
Interferometer, projects 14B151 and 15A494 with the VLA,
and project M15BI055 with JCMT/SCUBA-2. IRAM is
supported by INSU/CNRS (France), MPG (Germany), and
IGN (Spain). The National Radio Astronomy Observatory is a
facility of the National Science Foundation operated under a
cooperative agreement by Associated Universities, Inc. The
James Clerk Maxwell Telescope is operated by the East Asian
Observatory on behalf of The National Astronomical Observa-
tory of Japan, Academia Sinica Institute of Astronomy and
Astrophysics, the Korea Astronomy and Space Science
Institute, the National Astronomical Observatories of China,
and the Chinese Academy of Sciences (grant No.
XDB09000000), with additional funding support from the
Science and Technology Facilities Council of the United
Kingdom and participating universities in the United Kingdom
and Canada. We are thankful for support from the National
Science Foundation of China (NSFC) grants No.11373008 and
11533001, the Strategic Priority Research Program “The
Emergence of Cosmological Structures” of the Chinese
Academy of Sciences, grant No. XDB09000000, the National
Key Basic Research Program of China 2014CB845700, and the
Ministry of Science and Technology of China under grant
2016YFA0400703. R. W. acknowledges support from the
Thousand Youth Talents Program of China, the NSFC grants

Figure 4. MBH vs. Mdyn of the [C II]-detected z>5.7 quasars. The Mdyn for
z>5.7 quasars are estimated based on [C II] observations, except for one
object, SDSS J114816.64+525150.3 at z=6.42, in which the [C II]-emitting
gas at >1.5 kpc scale is turbulent and the CO size is adopted (Riechers et al.
2009; Wang et al. 2013; Willott et al. 2013, 2015; Cicone et al. 2015;
Venemans et al. 2016). The red star shows J0100+2802 in this work. For
objects that do not have an inclination angle estimated with the resolved [C II]
image, we show Mdyn calculated with different inclination angles (dashed
lines). The solid line and the gray region show the local relationship with ±0.3
dex intrinsic scatter. The gray circles are the sample of local galaxies
(Kormendy & Ho 2013).
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Rarity of IMBHs with 
MBH < 105Msun 

Overmassive BHs 
in high-z QSOs

Rapid Growth of SMBHs 5

Figure 3. MBH (panel [a]) and MBH/Mh ([b]), plotted against Mh. The meanings of the symbols are the same as in Figure 2.
Dotted lines are the local relation obtained by Ferrarese (2002). In panel (b), z ∼ 6 objects are colored depending on M1450 :
magenta, brighter than −27; green, −27 to −25; cyan, fainter than −25. The y axis of the right-hand side of panel (b) indicates
the fraction of baryons in halos that are locked up in SMBHs.

are considered. For example, Mdyn may be significantly
contaminated by molecular gas mass as reported for
some QSOs (e.g., Venemans et al. (2017), Feruglio et al.
(2018)).
We also compare the [C II] emission radii of our objects

with the virial radii (rvir) of the hosting halos (rvir =
GMh/V 2

circ where G is the gravitational constant), find-
ing a median ratio of 0.04 (central 68%: 0.02 − 0.07).
This result appears to be consistent with rest-ultraviolet
(UV) effective radius-to-rvir ratios, typically ∼ 0.03, ob-
tained for z ∼ 6 galaxies (Kawamata et al. (2018)), sug-
gesting that galaxies hosting z ∼ 6 QSOs do not have
extreme sizes.
Figure 5 shows MBH/Mh as a function of z for our

sample and several supplementary QSO samples at lower
redshifts (whose UV magnitudes are distributed in the
range −23.0 > M1450 > −29.5). This figure indicates
that luminous QSOs at z > 2 tend to have overmas-
sive SMBHs irrespective of redshift. We also see a
rough agreement of MBH/Mh between the clustering-
based and FWHM-based results. Note that the lower-z
QSOs plotted here are unlikely to be descendants of the
z ∼ 6 QSOs because QSOs’ lifetimes, typically ∼ 106−8

yr (e.g., Martini (2004)), are much shorter than the time
intervals between z ∼ 6 and these lower redshifts.

3.2. Growth rate vs. growth rate

We then compare the mass growth rate of SMBHs
with the SFR and the mean BAR of hosting halos
(⟨BAR⟩); we use ⟨BAR⟩ because halos at a fixed Mh can
take a wide range of BAR values (e.g., Fakhouri et al.
(2010)) and we cannot tell what value each of our
objects actually has. For this comparison, we only
use 18 objects with broad line-based MBH data and
infrared (IR) luminosity data5. SMBH mass growth
rates (black hole accretion rates: BHARs) are cal-
culated from L1450 as BHAR = 1−ϵ

ϵ
Lbol/c2, where

ϵ = 0.1 (fixed) is the mass-energy conversion efficiency,
and Lbol is the bolometric luminosity estimated us-
ing the formula: Lbol/erg s−1 = 104.553L0.911

1450 /erg s−1

(Venemans et al. (2016)). SFRs are obtained from IR
luminosities using Kennicutt & Evans (2012)’s conver-
sion formula: SFR/M⊙yr−1 = 1.49 × 10−10LIR/L⊙.
Mean BARs ⟨BAR⟩ = (Ωb/ΩM)⟨dMh/dt⟩ are calcu-

5 Fifteen objects from Decarli et al. (2018), two from
Izumi et al. (2018), and one (J2100−1715) from Walter et al.
(2018). In the calculation of IR luminosities, a dust tempera-
ture of Td = 47 K and a dust emissivity power-law spectral index
of β = 1.6 have been assumed except for J2100−1715 for which
Walter et al. (2018) have obtained Td = 41 K.

Shimasaku & Izumi (2019)



Subsequent growth of BHs…

z

5

ordinary ACHs (~2σ) rare, massive halos (~5σ)

Figure 12

Black hole mass and the accretion rate vs. redshift in two di↵erent simulations. The left panel
shows the growth of a 105 M� seed BH in a typical ACH halo, between z = 12 and z = 7.5 (Latif
et al. 2018). The host galaxy reaches 3⇥ 1010 M� at z = 7.5. The right panel shows the evolution
of seed BHs with the same mass, but placed in the progenitors of more massive galaxies that reach
⇠ 1012 M� by z ⇡ 6 (Di Matteo et al. 2012). The three lines represent three examples, and the
orange band the full range in their simulated sample. In the left panel, the seed BH never grows
because of energetic SN and AGN feedback. In the right panel, the seed BH is fed with cold gas
streams supplied from large-scale structure at high accretion rates, and thus the BHs can grow to
M• ⇡ 109 M� by z ⇠ 7. We caution that the numerical resolution and sub-grid model treatments
for feedback also di↵er in these simulations, and could impact the overall BH growth e�ciency.

5.5. Subsequent Growth and Cosmological Evolution

We have reviewed several possible formation pathways for seed BHs with masses of

102
⇠

< M•/M�
⇠

< 106 in ACHs (or sub-ACHs). In this section, we briefly discuss the

subsequent growth of these seeds in the cosmological context of hierarchical structure for-

mation. Two approaches have been utilized to model the population of growing BHs. The

first is semi-analytical modeling, in which BH seed formation, gas accretion, and mergers

of BHs are modeled in a simplified way. This is an e↵ective method for examining the

statistical properties of BH populations and making theoretical predictions that can be di-

rectly compared with observations such as the quasar LF (see §2). The second approach is

to use cosmological simulations of early galaxy formation. These simulations do not have

adequate dynamical range for accurate global statistical predictions while resolving mini-

halos, but can capture much more detailed properties of large-scale structure formation,

the growth process of individual seeds into SMBHs, feedback associated with BH accretion,

stellar radiation, and SN explosions.

Previous works employing semi-analytical methods have elucidated the ingredients

(e.g. seeding mechanisms/conditions and BH accretion physics) required to model the early

BH population (e.g., Volonteri et al. 2003, Tanaka & Haiman 2009, Agarwal et al. 2013,

Valiante et al. 2016, Ricarte & Natarajan 2018, and references therein). Based on two seed

formation scenarios (Pop III remnants vs. massive seeds with M• ⇡ 105 M�), Tanaka &

Haiman (2009) explored possible channels to explain the extremely rare high-redshift SMBH
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Efficient BH growth in rare regions? (>3σ)

no growth…

rapid growth…see Chon-kun’s talk

see Yajima-san’s talk
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Summary

light seeds

rapid growth 
(hyper-Eddington)

heavy seeds ~105Msun

・LW radiation / streaming motion
・high accretion -> DCBHs

・photo-heating vs. recombination

・MB/MEdd > 500 is required

・overmassive BHs relative to galaxies

・ ・
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